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Summary. — Water is one of the most abundant molecules on Earth, of paramount
importance to our daily lives and is of great relevance in astrophysics. Nevertheless
its physical and chemical properties, which are often called anomalous, are not
fully understood by now. Investigations in recent decades have shown that water
exists in many crystalline forms — a phenomenon known as “polymorphism” —
and in three amorphous forms — a phenomenon known as “polyamorphism”. In
this article we review the crystalline ice phases and outline possibilities for future
experimental discoveries of ice polymorphs. We then provide an overview about
the current knowledge on polyamorphism and finally go into more detail about the
question whether or not the amorphous ices are linked by glass-to-liquid transitions
to deeply supercooled liquids, which has been a major focus in our research group
over the last years.
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1. – Introduction

Water is ubiquitous and anomalous. Our planet is called the “blue planet” because
water covers about 70% of its surface, and water is regarded as the “molecule of life”
because it is vital to all known forms of life. Despite this key role, an understanding of
many of its properties has remained elusive. In a rather narrow range of temperature
and pressure water appears in all three common states of matter: vapour, solid and
liquid. In the phase diagram of water the liquid and the vapour phase are separated by
a coexistence line, which emerges from the vapour-liquid-solid triple point at 273.16 K
(0.01 ◦C) and 612 Pa (6.12 mbar) and ends in the vapour-liquid critical point at 647.10 K
(373.95 ◦C) and 22.1 MPa (221 bar) [1]. Above this (first) critical point water becomes
supercritical. The occurrence of the vapour-liquid-solid triple point, the vapour-liquid
critical point and the supercritical state are features found commonly in one-component
systems, and hence do not make water anomalous. While it is clear that there is only one
vapour phase (which can be continuously tuned in terms of its density), it is not clear
how many condensed phases of water can be distinguished. In the solid state the concept
of polymorphism has been established [2] and is regarded as one of water’s anomalies. It
is an important concept in one-component systems, recognized about 200 years ago for
the examples of carbonate, phosphate and arsenate salts [3, 4]. In the case of water an
anomalously wide variety of crystalline phases has been recognized. Some comprehensive
reviews have been published in the past decade on these topics [5-8]. Water is also
anomalous in that it shows three different amorphous states, which may be linked to
three equilibrium liquids. Water was the first example for which such “polyamorphism”
was discovered in 1984, and hence research on “polyamorphism” has still not reached a
mature stage. Recently, the possibility of glass-to-liquid transitions in these amorphous
ices was investigated, which would provide a link between the amorphous states and the
supercooled liquids. In this article we first focus on the crystalline phases of ices and open
questions related to them and then go on to the amorphous phases, their preparation
and the characterization, the possibility of glass-to-liquid transitions connecting them to
deeply supercooled liquids and also emphasize open questions related to amorphous ices.

2. – Crystalline ices

2.1. Stable phases, metastable phases and the melting line. – The special course of
water’s melting line is most rarely found for other one-component systems (see fig. 1).

First of all, the melting line of solid water (ice), which also emerges from the vapour-
liquid-solid triple point, is negatively sloped. Therefore, the process of pressure-induced
melting may take place. An ice cube kept in the freezer at 255 K (−18 ◦C) will melt if
the external pressure exceeds ∼ 200 MPa. Secondly, the melting line suddenly becomes
positively sloped at 251 K and ∼ 210 MPa, and from that point on the process of pressure-
induced crystallization may take place. A pressure-molten ice cube kept in the freezer at
255 K will refreeze again if the external pressure exceeds ∼ 300 MPa. It will not freeze
to common hexagonal ice (ice Ih), but to a different polymorph, namely ice III [9, 10].
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Fig. 1. – Phase diagram of water’s stable phases at positive pressure up to 1000 GPa (logarithmic
axis) and temperature up to 500K (linear axis). The regions of stability for ten ice polymorphs
(Roman numerals), their space groups, the liquid and the gas-phase (top left corner) are shown.
At the high-pressure end predicted post-ice X phases are indicated. Metastable polymorphs and
amorphous phases are not evident in this diagram. Adapted from the webpage by Dominic Fortes
(accessed on October 25, 2013: http://www.homepages.ucl.ac.uk/~ucfbanf/research/water
ice.htm).

An ice cube kept at 263 K (−10 ◦C) will melt earlier (above ∼ 100 MPa) and refreeze later
(above ∼ 450 MPa), yet to another polymorph, namely ice V [11]. Compression of liquid
water at ambient temperature to beyond ∼ 900 MPa will result in the crystallization
of ice VI [12]. Finally, when compressing hot steam kept isothermally at 800 K, ice
VII [13-15] would be expected to crystallize from the supercritical state above ∼ 20–
40 GPa in a gedankenexperiment. Above 1000 K and above 50 GPa, yet another phase
is accessible regarded as either ice X [16] or as a superionic state, in which the protons
in ice VII are dynamically disordered [17]. In total, five solid-solid-liquid triple points
have been identified along water’s melting line, at which its slope changes suddenly, and
six different phases of ice are associated with them (ice Ih, ice III, ice V, ice VI, ice VII,
ice X/superionic ice). The melting line of water is reasonably well understood, and so it
seems clear that there are six different ice phases associated with it.

In addition, also solid-solid-solid triple points are known at which three solid poly-
morphs coexist. In particular, ice II [18-22], ice VIII [23-37], ice XI [33, 34, 37-42], ice
XIII [43-48], ice XIV [45, 49, 50] and ice XV [24, 37, 51-53] can exist in thermodynamic
equilibrium exclusively with other polymorphs of ice. Solid-solid transitions involved
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in obtaining phases not in equilibrium with liquid water may either involve rearrange-
ment of the lattice of oxygen atoms and be driven by changes in density, e.g., when
pressurizing ice Ih to ice II [54]. Alternatively proton-ordering transitions to a proton-
ordered phase may be driven by entropy, e.g., when cooling ice III to proton-ordered ice
IX [37, 43, 44, 55-60]. The variety of phases of ice encountered in particular in the pres-
sure range up to 2 GPa (see fig. 1) originates not only from the phases mentioned so far,
but also from phases, which are presumed to be metastable. Such phases do not appear
in the phase diagram of stable phases (see fig. 1), but may occur due to the fact that
the thermodynamically most stable phase cannot be accessed easily because of kinetic
or geometric constraints. In particular, ice IV [61-65] or ice XII [64-74] may crystallize
from the pressurized liquid or amorphous solid state (rather than the stable phases ice
V and ice VI) as metastable polymorphs. Cubic ice (ice Ic) [75] may as well crystal-
lize from ambient water under special circumstances [76] or may be obtained by heating
high-pressure polymorphs or amorphous ice at ambient pressure [77-79]. In terms of free
energies these metastable phases may be very close to the stable phases. In fact, it is
very challenging to reproduce the order of stability found experimentally in simulations.
By contrast to the experimental findings, some models describe cubic ice (ice Ic) to be
more stable than hexagonal ice (ice Ih), ice IX to be more stable than ice II and ice XII
and XIV to be more stable than ice V [80], or ice II to be stable over a wide range of
pressure and temperature where hexagonal ice, ice III and ice V are found to be stable
in experiment [81]. The preparation of these metastable phases can be described as an
“art” rather than as a “science”. For instance, ice IV has originally been described as
“a will-o’-the-wisp, a tentative, ghostly form of ice” [61,62]. Selected organic nucleating
agents were added to pressurized liquid water in order to specifically nucleate certain
high-pressure forms of ice such as ice IV [82], and these nucleation experiments success-
fully produced the desired polymorph possibly in one out of ten attempts. Also ice XII
belongs to the metastable polymorphs of ice, which may nucleate from pressurized liquid
water. In addition to nucleation from the liquid also crystallization from high-density
amorphous ice at low temperature was found to produce ice XII [64,68-74,83,84]. Ice XII
differs in terms of the oxygen lattice from all other known ice phases, and its discovery
in 1998 represents the latest discovery of a novel way of arranging water oxygen atoms in
a lattice of water molecules [66]. The latest discovery of a polymorph of ice differing in
terms of the proton lattice, namely ice XV, was reported in 2009 [53]. On average, a new
ice polymorph was discovered every six years in the last century. New ice polymorphs
may be discovered in the future. Traditionally, Roman numerals are used for naming ice
phases. The numbering follows the chronological order of their discovery, i.e., the next
ice phase to be discovered will be named ice XVI. Ices XIII, XIV and XV were discovered
within the last five years and represent proton-ordered variants of previously known ice
polymorphs. Ice XVI may well be another proton-ordered variant of a known polymorph.
However, it may also be a new metastable form of ice easily accessible in the pressure
range up to 2 GPa, it may be a form stable at extremely high pressure on the order
of 1000 GPa or it may be a form stable at negative pressure, e.g., −500 MPa. Before
discussing these extremes of positive and negative pressure, we devote a few words to
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the two ice polymorphs accessible without the use of high-pressure equipment at ambient
pressure, which are somewhat surprisingly both called ice I.

2.2. Ice I: cubic ice and hexagonal ice. – Cubic ice (ice Ic) and hexagonal ice (ice
Ih) are very similar, show the same interatomic distances and approximately the same
density of 0.92 g/cm3 at ambient pressure [85]. There is particular interest in these
two because they represent the low-density forms of ice existing at ambient pressure.
Hexagonal ice is ubiquitous and occurs in the form of snowflakes, icicles, ice, hail, etc.,
whereas cubic ice may appear occasionally in clouds [76, 86, 87]. They appear to be
identical when studying them using a method sensitive to the local, short-range molecular
environment. For instance, vibrational spectroscopy mainly probes local oscillations of
atom groups. The Raman spectrum of cubic ice is identical to the Raman spectrum
of hexagonal ice. Mid-infrared spectroscopy is also not able to distinguish between the
two and consequently both of these ices are called ice I. The difference between them is
found when comparing the long-range order of the hexagonal rings building the crystal
structures. Whereas cubic ice shows the stacking sequence ABCABCABC forming a
face-centered cubic lattice, hexagonal ice shows the stacking sequence ABABAB forming
a hexagonal lattice. At ambient pressure hexagonal ice is only slightly more stable than
cubic ice [88-90]. Only methods sensitive to long-range order such as neutron or X-
ray diffraction clearly show the structural difference between the two [91]. Using the
definition of polytypism “for structural modifications, each of which can be regarded
as built up by stacking layers of (nearly) identical structure and composition differing
only in their stacking sequence” [92], hexagonal ice and cubic ice are regarded as two
polytypes, which belong to two different space groups (P63/mmc vs. Fd3m) [91,93,94].
This certainly provides the basis for identifying and counting them as two distinct ice
polymorphs. However, by contrast to hexagonal ice, cubic ice cannot be obtained in
the form of a large Fd3m single crystal. Cubic ice can be obtained only in the form
of very small crystallites, and it always contains more or less hexagonal stacking faults.
Hexagonal stacking faults can be clearly identified in diffraction experiments [91,95,96].

In fig. 2 powder X-ray diffractograms for hexagonal ice and cubic ice are depicted
along with the theoretical models for the diffraction patterns. The hexagonal (100) re-
flection is generally observed in samples of cubic ice, as seen in the diffractogram depicted
in fig. 2 (second from top). Its intensity, however, changes with changing preparation
history as seen in fig. 2 (third diffractogram from top). Hansen et al. have defined a
“cubicity index” for describing different degrees of stacking faults observed in diffrac-
tion patterns [98, 99]. Similarly, hexagonal ice may contain cubic stacking faults, and
highly stacking-faulty ice I may be regarded with equal justification either as “cubic ice
with hexagonal deformation stacking-faults” or as “hexagonal ice with cubic deformation
stacking-faults”. The transition from cubic ice to hexagonal ice does not take place at
a well-defined temperature, but depends on the preparation history, i.e., “cubicity”. Its
onset temperature varies by more than 30 K in various calorimetry experiments [88, 89].
A slow change of stacking sequence may be observed even at 190 K, whereas a faster, col-
lective transition to hexagonal ice typically occurs around 220 K [88]. This is explained
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Fig. 2. – Calculated (labelled “theor.”) and measured powder X-ray diffractograms for cubic
ice Ic and hexagonal ice Ih, and a sample, which cannot be clearly categorized as either cubic
or hexagonal ice. Miller indices are indicated in the case of calculated diffractograms. Measure-
ments were done in Θ-Θ arrangement on a Siemens D5000 diffractometer (using Cu-Kα1-rays)
at ∼ 85 K in the case of diffractograms labelled Ic and Ic/Ih and at ∼ 250 K in the case of the
diffractogram labelled Ih. Calculations were done using the published crystal structures of ice
Ih [94] and ice Ic [75]. The disagreement between the calculated and observed powder pattern
for cubic ice Ic is explained in terms of hexagonal stacking faults, also known as deformation
faults [97].

in the sense that a highly stacking faulty cubic ice would transform at lower temperature,
whereas cubic ice largely free of hexagonal stacking faults would transform at higher tem-
perature. A single crystal of cubic ice, if it was experimentally accessible, may transform
to hexagonal ice even close to the melting point. The key question related to counting ice
polymorphs, therefore, seems to be whether or not the experimentally observable “cubic
ice” should be regarded as a polymorph different from hexagonal ice or whether it should
be regarded as hexagonal ice containing a large number of cubic stacking faults. The
common practice in the scientific community is to call both of them ice I, but to regard
them as two distinct polytypes. Polytypism is a special type of polymorphism character-
ized in that two polytypes differ only in the stacking of identical, two-dimensional sheets
or layers.
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Fig. 3. – Six possible molecular orientations of a central water molecule in the Walrafen-pen-
tamer, i.e., a central oxygen atom (red) tetrahedrally surrounded by four oxygen atoms (red).
These six configurations, but no others, can be obtained by distributing four protons (white) in
accordance with the Bernal-Fowler rules. Each proton may sit on one of two possible positions
along the line connecting two oxygen atoms (black lines), and there must be one proton sitting
on each line.

2.3. Proton order-disorder transitions. – Ice polymorphs often come in pairs. Cur-
rently, the six pairs Ih-XI [33,34,37-42], III-IX [37,43,44,55-60], V-XIII [43-48,100,101],
VI-XV [24,37,51-53], VII-VIII [23-37] and XII-XIV [45,49,50,100,101] are known. These
pairs of crystalline ices are characterized in that the polymorph mentioned first is a
proton-disordered form, which occurs at high temperature, whereas the polymorph men-
tioned second is a proton-ordered form, which occurs at low temperature. Both ices,
however, are characterized by a topologically identical lattice of oxygen atoms.

When considering a Walrafen-pentamer of water molecules (see fig. 3), there are six
different possibilities of how to arrange hydrogen atoms in accordance with the Bernal-
Fowler rules [102]. In fully proton-disordered ices all these configurations are populated
with equal probability when averaging over space and time. That is, six orientations of a
given water molecule are possible at any time, and these orientations may be converted
into each other by rearrangement of the protons and/or rotation of water molecules. This
rearrangement is alleviated by mobile point defects such as Bjerrum L-defects (no proton
between two oxygen neighbours), which migrate through the crystal. While a proton-
ordered configuration is more favourable in terms of enthalpy, the proton-disordered
configuration is more favourable in terms of entropy. When the temperature is lowered
the orientation of water molecules tends to become more ordered. However, the mobility
of intrinsic point defects may be too low at low temperature, resulting in an immobilized
proton-disordered form of ice rather than the more favourable proton-ordered form. This
is observed, e.g., when cooling proton-disordered hexagonal ice to 10 K. The number
of point defects, in particular of Bjerrum L- and Bjerrum D-defects (no or two protons
between two oxygen neighbours) and ionic defects (H3O+ or OH− ions) can be increased,
though, by doping the ice lattice with a small amount of small molecules such as HF,
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HCl, KOH or NH3. These molecules are incorporated as substitutional point defects
directly into the ice lattice by replacing water molecules [1]. Typically, concentrations
on the order of 10−4–10−2 M are used, corresponding to molar ratios of 1:500000–1:5000,
respectively. In the presence of these extrinsic defects the kinetically hindered ordering of
protons may be facilitated. Using a suitable temperature protocol and a suitable catalyst,
namely KOH, proton ordering in ice Ih takes place at temperatures slightly below 72 K
after weeks [38, 39]. The understanding of the mechanism underlying this increase in
mobility is far from complete. For instance, in case of the ordering transition from ice
V to ice XIII, HCl (producing Bjerrum L-defects) is effective, whereas KOH (producing
Bjerrum L-defects and ionic OH− defects) is ineffective. On the other hand, in case
of the ordering transition from ice Ih to ice XI, HCl is effective. An understanding
of the proton-ordering mechanism and how to facilitate it would be highly desirable,
in particular because proton-ordered cubic ice Ic [103, 104], proton-ordered ice IV and
proton-disordered ice II have not been prepared in laboratory experiments yet.

Furthermore, we want to emphasize that there is not only one possibility how the
protons can order. In fact, there are numerous proton-ordered structures related to
the same proton-disordered polymorph. 75 years ago Pauling had regarded all proton-
ordered structures obtainable by simply permuting protons as degenerate [105]. It is
clear now, though, that there are subtle differences in enthalpy, and also in the lattice
parameters and density. One issue, which may be discussed controversially, is the issue of
incomplete transformation. For instance, partial ordering of protons has been observed
in ice V [43,44], but the crystal structure of the completely ordered polymorph ice XIII
could be refined only later [45]. In case of the ordered form of ice XII an incompletely
ordered polymorph containing residual disorder was refined to the crystal structure of ice
XIV [45]. This has prompted theoreticians to propose that differently ordered variants of
ice XIV may exist and be at the origin of the residual disorder [50]. The data extracted
from neutron scattering experiments indicate that four out of eight protons in the unit
cell are not fully ordered [45]. This was regarded as residual disorder at first [45], but
explained in subsequent theoretical work by the simultaneous presence of two or three
different proton-ordered configurations (ice XIV, ice XIV′ and ice XIV′′), which differ
slightly in terms of energy per molecule (by less than 1 kJ/mol) and lattice parameters
(by ∼ 0.5%). All of them belong to the same space group P212121, though. This space
group is necessarily a subgroup of the space group, to which the parent proton-disordered
polymorph ice XII belongs (I42d). Even though the three types of ice XIV belong to
the same space group, they differ in terms of the crystallographic lattice. That is, there
are a number of possibilities how protons may order, which result in configurations of
similar enthalpy. One of these configurations corresponds to the experimentally verified
polymorph, and the others might be detected in future laboratory experiments.

2.4. Ice X and post-ice X phases. – All crystalline ices are characterized by well-defined
water molecules bonded by relatively weak hydrogen bonds. Ice X, predicted in 1972 by
Holzapfel [106], is the exception. Water molecules are no longer uniquely defined in ice
X, because H atoms occupy the position exactly halfway between two O-atoms (“halfway
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position”). Ice X has, therefore, also been called “symmetric ice” [107, 108] and can be
regarded as an atomic crystal with two-thirds H-atoms and one-third O-atoms [109].
About a decade later changes in the Raman spectrum of ice VII in the pressure range
∼ 35–50 GPa were interpreted by Hirsch and Holzapfel [110, 111] to be consistent with
H-bond symmetrisation and ice X formation. Also anomalies in the behaviour of the
longitudinal sound velocity in ice VII found by Polian et al. using Brillouin scattering
experiments are consistent with a phase transition in this pressure range, possibly to
ice X [107, 108]. Changes in infrared active modes are consistent with the idea of H-
bond symmetrisation [32, 112-114]. The “halfway position” may either be a result of
statistically averaging H-atoms being delocalized in a shallow double-well potential or of
the H-atoms being localized in a single-well potential [115]. While the former is referred
to as “disordered ice X” the latter is referred to as “ordered ice X”. Pruzan et al. have
argued on the basis of Raman and X-ray diffraction data that the statistically averaged,
disordered form is encountered [116]. This form is, however, not much different from
ice VII with a strong dynamic disorder of protons along O. . .O directions (see fig. 2
in ref. [109]). Both ice VII and ice X show a body-centered cubic (bcc) sublattice of
oxygen atoms [117]. The main difference being that in ice VII the proton distribution
has two maxima along O . . . O directions, whereas in ice X the proton distribution has
only one maximum in the “halfway position” as a result of the quantum effect zero-point
motion [118]. Goncharov et al., on the other hand, interpret their results from high-
pressure Raman and infrared studies on the basis of a static, ordered ice X, which forms
from ice VII above ∼ 60 GPa [119, 120] of the cuprite, single-well type. This ordered
ice X is thought to be stable up to ultrahigh pressure of at least 200 GPa. The debate
about the mechanism of the transition from ice VII to ice X was recently made richer by
a neutron diffraction study of D2O-ice VII [121]. In this study, the authors claim that
the disordering mechanism in ice VII starts at about 13 GPa by localizing a protonic
species at the octahedral interstitial sites of the oxygen sublattice rather than at the
lines connecting oxygen atoms [121]. Above 13 GPa anomalous behaviour was noticed in
spectroscopic work [121], and also the ice VII/ice VIII phase boundary starts to deviate
from being parallel to the pressure axis (see fig. 1).

At > 200 GPa a transition to a post-ice X phase of orthorhombic structure (Pbcm)
has been predicted [122]. A dynamic instability in ice X is thought to be underlying the
transition ice X → Pbcm [123, 124]. Another option was suggested by Demontis et al.,
who predict a transition from the body-centered cubic (bcc) cuprite structure in ice X to
a face-centered cubic (fcc) antifluorite structure (Pm-3m). Originally they predicted the
transition to occur at ∼ 100 GPa [125]. However, in view of diamond anvil studies not
indicating any kind of transition close to 100 GPa, they refined the transition pressure
to ∼ 330 GPa [126]. Very recently Militzer and Wilson have predicted that at 760 GPa
a transition to Pbca, and at 1550 GPa a transition to Cmcm takes place [127]. Their
predicted phases are depicted in fig. 4.

The Pbca phase is an insulator and consists of an interpenetrating network, just like
ice VII, VIII and X. The Cmcm phase, however, is metallic and consists of corrugated
sheets and the H-atoms no longer occupy tetrahedral sites between nearest O-atoms, but
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Fig. 4. – Structures of the ice X phase (top), predicted Pbcm phase (2nd from top), predicted
Pbca (3rd from top) and predicted Cmcm (bottom) phases. The large and small spheres denote
the O and H atoms, respectively, while the thin blue lines denote the unit cells. The ice X
to Pbcm transition is a displacement of atomic layers. In Pbca, the H atoms are squeezed out
of midpoint between nearest O atoms. In Cmcm, the H atoms occupy mid-points between
next-nearest O atoms. Reproduced from ref. [127].

octahedral, midpoint positions between next-nearest O-atoms. When considering also
differences in zero-point energy, the orthorhombic Pnma phase (related to the Cmcm
phase by a slight Peierls lattice distortion) appears as a stable phase in the range of 1250–
1550 GPa prior to the transformation to the metallic Cmcm phase. Such a metallic phase
may be accessible only at very high temperature, e.g., at T > 7000 K, and a superionic



Crystalline and amorphous ices 183

Fig. 5. – Phase diagram of water as predicted by using the TIP4P/2005 potential. At positive
pressure the known low-density polymorphs ice Ih and ice XI and the known high-pressure poly-
morphs ice II and ice III are predicted to be stable in agreement with experimental observations.
On the negative pressure side, novel polymorphs of even lower density (denoted sII and sH) are
predicted to be stable. Other open networks of cage-like structures such as ice i′ and sI are
predicted to be similar in energy to sII and sH. The structures sI, sII and sH are depicted in
fig. 6. For simulation details please refer to ref. [135]. Reproduced from ref. [135].

phase is expected below that temperature [128]. To date there is no experimental evidence
for any of these predicted phases, but one or the other might well be detectable in the
future when new experimental techniques become available or the capabilities of existing
techniques are exploited.

2.5. Negative pressure. – If one wanted to observe freezing of liquid water at ambient
temperature, negative pressure on the order of −200 MPa would be required. However,
liquid water at ambient temperature cannot sustain such a tension [129]. Cavitation, i.e.,
nucleation and growth of a bubble, is observed around −20 MPa [130,131], and in other
experiments around −100 MPa [132, 133]. The existence of ice I crystals at +6.5 ◦C has
been reported in some microscopic inclusions in minerals [134]. No solid phase other than
ice I has been observed at negative pressure so far. However, calculations indicate that
other phases may be thermodynamically more stable than hexagonal ice. In particular,
open cage-like structures (“nanocages”) have been predicted to be stable (fig. 5) [135].

These cages resemble the cages observed in natural clathrate hydrates [136]. While
the cavities in clathrate hydrates are stabilized by van der Waals interactions with guest
molecules (e.g., methane), the cavities predicted at negative pressure are empty. The
three most common types of clathrate hydrates belong to three different types of struc-
tures built from differently sized cages. They are called cubic structure I (sI), cubic
structure II (sII) and hexagonal structure (sH). Figure 6 shows the construction princi-
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Fig. 6. – Building principle of the common clathrate hydrate structure I (sI), structure II (sII)
and structure H (sH). All structures are built from differently sized “nanocages”. For example,
the notation 51262 refers to a nanocage consisting of twelve water-pentagons and two water-
hexagons. The numbers on the arrows refer to the numbers of such nanocages building the unit
cell of the individual structures. For instance, the unit cell of sI includes two 512 nanocages and
six 51262 nanocages. The total number of water molecules in the unit cell, the crystal system,
the space group and the lattice constants a and c are indicated. Reproduced from ref. [137].

ple of these cage structures as deduced from studies on clathrate hydrates [137]. These
structures contain differently sized cages built from a differing number of four-, five- and
six-membered rings of water molecules (fig. 6). The same types of cages are predicted
to be stable crystals at negative pressure even in the absence of guest molecules. For
instance, the TIP4P/2005 model predicts the sII structure to be stable at negative pres-
sure on the order of −400 MPa and the sH structure to be stable at negative pressure on
the order of −700 MPa (fig. 5) whilst the mW-water model predicts the sII structure to
be stable even at a pressure lower than −130 MPa [138]. The sI phase is metastable by
only a slight difference in chemical potential in the sII region of stability [135]. Other
crystalline phases, which are necessarily of lower density than hexagonal ice [139], have
been predicted in other simulations, e.g., ice i and ice i′ [140]. Using the TIP5P model
it is predicted that hexagonal ice under tension would transform first to ice i′. At higher
tension the latter would transform to sII and finally at the highest tension considered in
the simulations of −1 GPa to sH. For some water models such as TIP4P/2005 it has been
shown that they fare reasonably well in predicting the phase diagram of water [141], and
so it seems justified to expect that one or the other low-density phase may be accessible
in future when doing experiments on stretched ice or stretched water.
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2.6. Summary: crystalline ices. – So, currently techniques exist to prepare crystalline
ices I–XV in the laboratory. In ice I the distinction between hexagonal ice (ice Ih) and
cubic ice (ice Ic) is commonly made, even though a “pure” single crystal of ice Ic has
never been observed. When still counting both ice Ic and ice Ih as distinct polytypes of
ice, then 16 crystalline polymorphs of ice have been obtained in laboratory experiments
so far. These 16 phases are characterized by well-defined crystal structures. The crystal
structures are known to a high precision, often also as a function of temperature and/or
pressure [85]. Barely anyone doubts the space groups and lattice positions of water
molecules in these crystal structures.

Candidates for future discovery of ice polymorphs are proton-ordered variants re-
lated to known proton-disordered polymorphs. Also polymorphs differing in terms of
oxygen positions may be discovered in future experiments. In particular the intermedi-
ate pressure range 0.2–2.0 GPa, which is very rich in different stable and metastable ice
polymorphs, may reveal one or the other new polymorph despite more than 100 years
of its exploration. Other pressure regimes, which have not been explored very much
in past experiments such as the domain of negative pressure (“stretched ice”) and of
extremely high pressure on the order of > 200 GPa might also contain novel ice poly-
morphs. Open cage-like structures identical to some known clathrate hydrate structures,
but free of (non-water) guest molecules, have been predicted to be stable at negative
pressure [135, 138]. On the other hand a range of so-called post ice X phases has been
predicted to be stable at extremes of high pressure, which can be reached in laboratory
experiments only with difficulties [142]. Even if such pressure can be reached, it will be
an experimental challenge to characterize the material in these environments. In partic-
ular, solving the crystal structure will be a major challenge. That is, new ice polymorphs
will likely be discovered in the future when new experimental methods become available
or when some clever experiments are done using existing technologies.

3. – Amorphous ices

3.1. Motivation. – Amorphous ices do not appear in the phase diagram of stable phases
(see fig. 1) because of their metastable nature. In spite of this, the most abundant form
of appearance of solid water in the universe is as amorphous ice [143]. The physico-
chemical properties of interstellar dust grains in dense molecular clouds, and thus the
process of star formation, and comets are governed by the properties of amorphous
ice. Earth is one of the exceptions in the universe, with practically all solid water
appearing as hexagonal ice, because temperatures on Earth exceed 150 K, above which
amorphous ices typically crystallize. There may be some rare exceptions in clouds, which
may occasionally also host cubic ice [76, 87] or in high-altitude, noctilucent clouds even
amorphous water [144]. Furthermore, cold subducting slabs in the interior may host
high-pressure forms of crystalline ice [145].

The motivation for studying amorphous, solid forms of water, however, very often
originates in the desire to understand why liquid water is so special, of vital importance
for life [146] and very different from other, so-called simple liquids. The outstanding
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Fig. 7. – Isobaric temperature dependence of the density, the thermal expansion coefficient, the
isothermal compressibility and the isobaric heat capacity for water (blue dotted line) and for a
simple liquid (red line). Reproduced from ref. [146].

nature of liquid water, especially in the cold and supercooled state is demonstrated in
fig. 7 [146]. This includes the well-known density maximum at 4 ◦C, and a strong increase
of both the isothermal compressibility κT and the isobaric heat capacity Cp upon cooling.
As of Nov. 25, 2014, in total 72 anomalies have been collected by Prof. Martin Chaplin
on the webpage http://www1.lsbu.ac.uk/water/anmlies.html, which are grouped as
density, thermodynamic, material, physical and phase anomalies. The latter category
includes the rich polymorphism described above, but also polyamorphism.

In fact, water was the first example for which polyamorphism (amorphous polymor-
phism) was discovered in pioneering studies by Osamu Mishima et al. [147]. Mishima
succeeded in preparing high- (HDA) and low-density amorphous ice (LDA) starting from
hexagonal ice (see sect. 3.2) [147]. The idea behind these studies is a thermodynamically
continuous link between the amorphous ices and supercooled equilibrium liquids, called
high-density liquid (HDL) and low-density liquid (LDL), respectively [147]. The exis-
tence of such a link is highly debated, though, and requires to study whether amorphous
ices experience glass-to-liquid transitions upon heating.

In the last decade the study of amorphous ices has seen significant progress, which we
cover here. A more detailed review about research on amorphous ices, including molecular
simulations (which are omitted here), can be found in several places [146, 148-151]. To
set this review apart from the recent others we here focus the discussion especially on
(calorimetric) studies about the glass transition in the several forms of amorphous ice.

3.2. Formation/preparation. – Preparation routes for amorphous ices are summarized
in fig. 8. Amorphous solid water (for short ASW) was produced for the first time in
the laboratory by Burton and Oliver in 1935 [152] using the technique of water va-
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Fig. 8. – Summary of preparation routes for amorphous ices in the laboratory. ASW: amorphous
solid water, HGW: hyperquenched glassy water, LDA/HDA/VHDA: low-/ high-/ very high-
density amorphous ice. Red arrows indicate sharp transitions, black dashed arrows indicate
slow annealing.

por deposition onto a cold cupper rod [152], where deposition below 130 K leads to an
amorphous solid. ASW is of astrophysical relevance and supposed to occur in comets,
in the satellites of the outer planets as well as on the interstellar dust [153]. Similar
to the lab preparation procedure, ASW accretes onto dust particles in the cold regions
of dense interstellar clouds, especially in shocked molecular clouds [154]. Alternatively,
ASW may form by chemical reactions between H, O and OH, especially in cold dark-
star forming clouds. ASW plays a key role in promoting chemical reactions, acting as a
reservoir trapping volatile gases, and potentially is pivotal in the earliest stages of planet
building. Generally the deposition conditions (substrate temperature, incidence angle of
water molecules, etc.) strongly influence the properties of the water vapor deposit [155].
Under certain deposition conditions ASW is a highly microporous solid, whereas it is a
compact solid under different deposition conditions [155]. Specific surface areas of up to
2000 m2/g were reported, which are reduced to less than 1 m2/g after collapse of the mi-
cropores [156]. During this collapse process, volatile molecules adsorbed to high-surface
ASW remain irreversibly trapped inside the ASW structure, even after the collapse of
the micropore network — which is of key importance in understanding astronomical pro-
cesses such as the outgassing of comets or the process of molecular evolution and planet
formation. Annealing of ASW was investigated by several different experimental meth-
ods, including positron-annihilation spectroscopy [157], Brunauer-Emmett-Teller [158],
electron stimulated desorption [159] and infrared reflection absorption spectroscopy [160].

Hyperquenched glassy water (HGW) is generated by depositing micrometer sized
droplets with high cooling rates onto a solid substrate called “cryoplate” [161]. To that
end an aerosol is introduced into a high-vacuum chamber, where nitrogen acts as a
carrier gas [162]. The liquid water droplets immobilize immediately upon impact on
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the cryoplate. If cooling rates of > 106 K/s (“hyperquenching”) are reached and the
cryoplate is kept at < 140 K, the deposits are completely amorphous. At increasing
deposition temperatures the amount of crystalline ice increases [162].

High-density amorphous ice (HDA) was produced for the first time in 1984 by Mishima
et al. [163], using hexagonal ice as starting material. Mishima pressurized the sample to
1.6 GPa at 77 K [164] and observed a “sharp” densification step above 1.0 GPa, indicating
the transformation to HDA. Since water exhibits a negatively sloped melting line it was
assumed that this amorphization might resemble thermodynamic melting [164]. However,
it has also been argued that this process occurs due to mechanical instability, leading
to the preservation of some order in the system [165]. It has, therefore, been doubted
whether HDA has a liquid-like atomistic structure [166]. The amorphous form produced
along the route explained above is nowadays commonly called unannealed high-density
amorphous ice (uHDA) [167]. Low-density (LDA) and very high-density amorphous
ice (VHDA) can only be accessed via HDA. LDA is generated by heating HDA at low-
pressure conditions, typically ambient pressure, to approximately 140 K [168]. Very high-
density amorphous ice (VHDA) forms on isobaric heating of high-density amorphous ice
(HDA) at 1.1 GPa to 165 K [169].

Amorphous ices are non-equilibrium states, which by thermodynamic necessity slowly
progress towards more relaxed structures. The rate of relaxation is practically immeasur-
ably slow, if it is kept at liquid nitrogen temperature or below. However, the time-scale
for relaxation decreases to laboratory-relevant time-scales of weeks, days, hours, minutes
or even seconds, if the temperature is increased to > 100 K, while still avoiding crys-
tallization, which takes place above ∼ 150 K at ambient pressure and above ∼ 180 K at
1 GPa. The effects of relaxation on amorphous ices have long been neglected entirely, and
only recently became the center of interest. If uHDA is annealed at pressures between
0.3 and 0.8 GPa, it reaches states called relaxed HDA (rHDA) [170], which are of higher
density than uHDA. If uHDA is annealed at < 0.3 GPa [167] or if VHDA is slowly de-
compressed at 140 K to < 0.1 GPa [171] amorphous ices of (slightly) lower-density result,
which were called eHDA (expanded HDA) by Nelmes et al. [167]. Ambient pressure den-
sities as determined by cryoflotation are 0.92 g/cm3 for ASW (after micropore collapse),
HGW and LDA, 1.13 g/cm3 for eHDA, 1.15 g/cm3 for uHDA and 1.26 g/cm3 for VHDA.

While eHDA and uHDA are very similar in terms of atomistic structure and den-
sity, there is quite a large difference in terms of thermal stability. At ambient pressure
uHDA transforms to LDA above about 110 K, whereas eHDA does not transform up
to ∼ 132 K [151]. This difference can be rationalized in terms of the degree of intrin-
sic tension/relaxation. As depicted in the scheme in fig. 9, uHDA occupies high-energy
states in the HDA basin of the potential energy landscape at 1 bar (blue circles), whereas
eHDA represents a low-lying state, if not an equilibrated state (red circle). Because of
the high-energy and less well defined nature of uHDA its transformation to the thermo-
dynamically more stable LDA takes place at comparatively lower temperatures, and also
in a broader range of temperatures than the relatively sharp transformation from eHDA
to LDA at ∼ 132 K.
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Fig. 9. – Schematic potential energy landscape of amorphous water forms at different pressures.
The blue dots mark uHDA-states at 1 bar and the red dot the eHDA state. Reproduced and
adapted from ref. [151].

3.3. Atomistic structure of amorphous ices. – The short and intermediate range order
of these amorphous ices was investigated by the technique of isotope substitution neutron
scattering [172]. Figure 10 depicts the pair distribution functions for the amorphous
ices, where HDA refers to the uHDA state (which is quite similar to the eHDA state in
terms of structure). The ASW sample was annealed in vacuo to 120 K to induce pore
collapse [172]. A comparison of the three low-density amorphous ices (HGW, ASW and
LDA) shows a striking similarity, in spite of the very different routes of preparation [172].
Just like for all crystalline ices in the pressure range up to 13 GPa, a local tetrahedral
coordination is very well developed also for all amorphous ices, whereas there is barely
any order at distances > 10 Å from the central molecule.

By contrast, HDA and VHDA differ from ASW, HGW and LDA, especially concern-
ing the second coordination shell. The second peak in the OO-pair distribution function
gOO(r) shifts from about 4.5 Å in ASW/HGW/LDA to 4.0 Å in HDA and 3.5 Å in VHDA.
This implies that one (HDA) [173] and two (VHDA) [174] molecules from the second coor-
dination shell move closer to the first coordination shell to so-called interstitial positions,
whereas these interstitial positions are empty in case of ASW/HGW/LDA. We empha-
size that these interstitial water molecules are themselves obeying the Bernal-Fowler ice
rules and are tetrahedrally surrounded by four nearest neighbors [173]. At this point it
is noteworthy to say that all these pair distribution functions relate to quench-recovered
samples at 1 bar. Klotz et al. have reported in situ pair distribution functions, which
suggest that the pair distribution function of VHDA at ambient pressure is highly similar
to the pair distribution function of HDA at 100 K and 0.8 GPa [175].

3.4. Liquid-liquid phase transition hypothesis. – As mentioned above the pioneering
studies by Mishima revealed polyamorphism in water [164, 168]. These results initiated
the birth of the “liquid-liquid phase transition hypothesis” [176].
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Fig. 10. – Oxygen-hydrogen, oxygen-oxygen and hydrogen-hydrogen pair distribution functions
for HGW, ASW, LDA, HDA and VHDA. Reproduced from ref. [172].

Figure 11 illustrates the most stable, non-crystalline phases for water at < 0.35 GPa.
This diagram is dominated by a white area denoted the “No man’s land”, in which non-
crystalline phases of water crystallize very rapidly, much faster than on the millisecond
time-scale, so that they cannot be prepared and probed using today’s experimental tech-
niques. The solid black line at 0.2 GPa separates LDA from HDA and represents the
first-order like transition between these two phases [176]. Additionally, the low-density
liquid (LDL) and high-density liquid (HDL) are depicted above the glass transition tem-
perature Tg [176]. Understanding the one-component system water as a mixture of two
distinct liquid phases would be a particularly appealing scenario for rationalizing water’s
anomalies [146]. This also applies to variants of the scenario, in which there is a sharp,
but continuous transition between two liquids rather than a first-order liquid-liquid tran-
sition. Studies about the glass transition of LDA and HDA and the question whether
amorphous ices are proxies of supercooled liquids are necessary to make the link between
amorphous ices and supercooled liquids, and they are described in the next section.

3.5. Glass transitions in amorphous ices. – Macroscopically a glass looks like a solid,
rigid body, but microscopically its structure corresponds to a liquid — in other words
a glass shows no long-range order. In general a glass is produced by undercooling a
liquid below its freezing point [177]. Crystallization of a liquid during freezing can be
inhibited, if the cooling rate is high enough [177]. As a result the molecules do not have
enough time to arrange into the crystalline state, but retain a liquid configuration, which
is frozen in [177].

The glass transition temperature can be determined by different experimental meth-
ods. One appropriate experiment is differential scanning calorimetry: it records the
change of the heat capacity as a function of the temperature. At the glass transition
the heat capacity changes abruptly, which is visible as an endothermic step upon heat-
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Fig. 11. – Phase diagram of metastable amorphous ices and liquid water. The solid black line
depicts the phase boundary between LDA and HDA. Reproduced from ref. [176].

ing [178]. Figure 12 illustrates the calorimetric glass transition for glycerol during heating
and cooling [178]. Glycerol is a “good” glassformer, which means the cooling rate to avoid
crystallization does not need to be very high [178].

Below the glass transition temperature the molecules composing the glass neither show
translational nor rotational mobility. Above the transition the situation changes and de-
pending on the type of glass transition different degrees of freedom are activated [179].
In the case of a “conformational” glass transition translational motions are not pos-
sible, only rotational motions occur, i.e., the glass transition connects one solid state
with another (more mobile) solid state. In the case of a glass-to-liquid transition both
translational and rotational movements are activated at the glass transition, and so an
amorphous solid is continuously connected to a (deeply) supercooled liquid.

Figure 13 shows the glass transition for low-density amorphous ice, which is hard to
recognize without magnification in curve a, but clearly visible in a 15× magnification
(marked by an arrow in curve b). The glass transition is truncated by an exotherm indi-
cating the crystallization to cubic ice [74]. The onset of the glass transition is located at
136 K, with an increase in heat capacity ΔCp = 0.7 JK−1 mol−1 [74]. Also ice XII exhibits
an endothermic step, which cannot be seen easily without magnification (curve c), but in
the 15× magnified view (curve d). In ice XII the glass transition endpoint and the Cp-
plateau are reached well before the exotherm due to the transformation to cubic ice. The
increase in heat capacity is ΔCp = 1.7 JK−1 mol−1 at an onset temperature of 129 K [74].
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Fig. 12. – Glass transition in glycerol measured with differential scanning calorimetry (DSC)
during heating and cooling. Reproduced from ref. [178].

Fig. 13. – Glass transition of low-density amorphous ice (LDA) superimposed by the crys-
tallization to cubic ice (depicted on the top). Endothermic step (transformation) in ice XII
superimposed by the crystallization to cubic ice (shown on the bottom). Reproduced from
ref. [74].
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Fig. 14. – Differential thermal analysis curves for vapor deposited amorphous solid water. Re-
produced from ref. [180].

This step is attributed to the onset of rotational motion in proton-disordered ice XII [74].
Annealing of the samples induces physical aging and thus relaxation to a state with lower
enthalpy in the case of a glass (e.g.: LDA). The same holds true for annealed crystalline
samples (e.g.: ice XII) [74]. The similarity between the calorimetric glass transition in
plastic crystals (such as ice XII) and LDA prompts the question whether translational
mobility indeed sets in above the calorimetric glass transition of 136 K in LDA, or in
other words whether LDA transforms to LDL or another type of amorphous solid.

3.5.1. Glass transition in ASW. A similar question applies to ASW — this state also
experiences a glass transition near 136 K, which was first detected by McMillan and Los,
who utilized in situ differential thermal analysis to investigate vapour deposited amor-
phous solid water during heating [180]. For that purpose the temperature difference
between the sample and a reference was recorded [180]. The warm-up curve (depicted in
fig. 14) includes three important features, namely the glass transition at Tg, the crystal-
lization to cubic ice at Tx and the crystallization to hexagonal ice Txx [180]. McMillan
and Los used a heating rate of 20 K/min and obtained a glass transition temperature of
139 K [180]. In contrast to the glass transition the crystallization is exothermic, where
Tx is located at 149 K and Txx at 186 K [180].

Later on, Sugisaki et al. [181] and Ghormley [182] reported on the “heat capacities
of glassy water and cubic ice”. Their results show a very large increase in heat capac-
ity, superimposed on the subtle glass transition, due to the collapse of the micropores
and the massive reduction in specific surface area. This showed the need for studying
well-annealed ASW, which was done in 1989 by Hallbrucker et al. to explore the devitrifi-
cation and crystallization of ASW by DSC [183]. In order to minimize exothermic effects



194 V. Fuentes-Landete, C. Mitterdorfer, P. H. Handle, G. N. Ruiz, etc.

Fig. 15. – Differential scanning calorimetry curves for hyperquenched glassy water (HGW). The
details for each curve are described in the text. Reproduced from ref. [184].

originating from pore sintering the ASW was annealed in the deposition apparatus to
113 K [183]. Heating this annealed sample in the DSC for the first time shows an exother-
mic feature due to enthalpy relaxation and further pore sintering [183]. For that reason
the sample was annealed a second time in the DSC at 130 K for 90 K, and only after this
the glass transition could be detected during heating [183]. Hallbrucker et al. showed the
reversibility of the glass transition in ASW, and determined ΔCp = 1.9 JK−1 mol−1 at
an onset temperature of 136 K for the glass transition (heating rate: 30 K/min) [183].

3.5.2. Glass transition in HGW. In 1987 Johari et al. reported on “the glass-liquid
transition of hyperquenched water” [184]. Figure 15 illustrates the differential scanning
calorimetry curves for HGW, the individual curves are described in the following step
by step. A difficulty in observing a glass-to-liquid transition in HGW is the exothermic
enthalpy relaxation, which is shown in curve 1. If the sample is annealed at 130 K for
approximately 90 min and the DSC heating curve is recorded afterwards (curve 2) the
exothermic feature arising from enthalpy relaxation is not present anymore. In order to
make the “small” endothermic glass transition visible it is necessary to anneal the sample
at 130 K for approximately 90 min before the heating curve is recorded. Curve 3 in fig. 15
displays the reversible glass transition in HGW on an enlarged scale. Immediately after
the glass transition the crystallization to cubic ice emerges as a sharp exothermic peak.
This crystallization peak superimposes the glass transition and explains the enlargement
of curve 3 relative to curve 4 [184].

Yue et al. discuss the possibility of a shadow glass transition in HGW and ASW [185].
For that purpose the differential scanning calorimetry curves of annealed HGW and
ASW are compared with the curves of annealed (aged) hyperquenched mineral glass and
unannealed (standard) hyperquenched mineral glass. The corresponding DSC curves
are illustrated in fig. 16. In the case of the standard curve the glass transition onset
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Fig. 16. – Comparison of differential scanning calorimetry curves of annealed HGW and an-
nealed ASW (figure inset) with a scan of a hyperquenched mineral glass (standard) and with
an annealed hyperquenched mineral glass (aged). Reproduced from ref. [185].

temperature is located at 944 K. Contradictory, the aged sample exhibits a much weaker
endothermic feature, which occurs at 723 K. This “weak” feature is designated a shadow
glass transition. The difference between an annealed and an unannealed hyperquenched
glass is the release of excess enthalpy for the former one — it is able to relax. For
water, the extremely small ΔCp (14-times smaller than the calculated value) militates
in favour of a shadow glass transition according to Yue et al. [185]. However, Kohl et
al. [162] studied the change of ΔCp as a function of different previous cooling rates at
a fixed heating rate of 30 K/min, both with and without annealing at 130 K by DSC.
Whereas ΔCp decreases with increasing cooling rate without annealing, ΔCp no longer
depends on the previous cooling rate with an annealing step at 130 K. This argues for
the equilibration of the HGW sample after 90 min at 130 K and against the continuous
relaxation required if it were a shadow transition. Also, the “remarkable similarity” [79] of
glass transitions between ASW, HGW and LDA argues against a shadow glass transition:
LDA is not produced by a quenching route, and so it can a priori not experience shadow
glass transitions.

3.5.3. Glass transition in LDA. In 1988 Handa and Klug reported for the first time
on the glass transition of low-density amorphous ice (LDA) [186]. For a heating rate of
0.17 K/min Handa and Klug observed a ΔCp of 0.7 JK−1 mol−1 and a glass transition
temperature of 124 K [186]. Elsaesser et al. observed the “calorimetric glass-liquid tran-
sition of LDA” depicted in fig. 17 (curve three, arrow marked Tg at 137 K) at a heating
rate of 30 K/min [79] with a ΔCp of 1.7 JK−1 mol−1. In contrast to the glass transition
the crystallization is not reversible [79].
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Fig. 17. – Differential scanning calorimetry curves for low-density amorphous ice (LDA) prepared
from very high-density amorphous ice (VHDA). Curve 1 corresponds to heating of the sample
up to 131 K and annealing it at that temperature for 90min. Afterwards the LDA was heated
to 148K with a heating rate of 30 K/min, curve 2, and heated a third time, curves 3 and 4, from
93K to 210 K with a heating rate of 30 K/min. Curves 3 and 4 are the same, where curve 4 is
miniaturized by multiplication with 0.03. Curve 5 corresponds to the heating of cubic ice from
93K to 210 K with a heating rate of 30K/min. Reproduced from ref. [79].

As mentioned above the three low-density amorphous ices including ASW, HGW and
LDA are structurally the same based on neutron diffraction experiments [172]. Fur-
thermore, the differential scanning calorimetry curves exhibit a highly similar behavior,
especially the onset of the glass transition located at approximately 136 K for all three
ices (heating rate: 30 K/min) [79,183,184]. Some researchers have had doubts about the
glass transition in low-density amorphous ices. The ideas of a “conformational” glass
transition [187] and a “shadow” glass transition [185] tried to refute the concept of a
“real” glass-to-liquid transition.

A study by Johari utilizing a conical indentor indicated that LDA indeed transforms
into a viscous liquid near 143 K [188]. In other words, when LDA converts into the liquid
it becomes deformable. By contrast the same experiment with cubic ice revealed no
penetration of the indentor. Also, Smith and Kay support the idea of a glass-to-liquid
transition [189]. They stated in 1999: “The amorphous solid melts into a deeply super-
cooled metastable extension of normal liquid water before crystallizing near 160 K”. This
interpretation is based on studying isotope mixing between H2

16O and H2
18O deposit
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layers and thereby obtaining the diffusivity of amorphous solid water. The diffusivity
of stable and supercooled water follows a non-Arrhenius behavior above 235 K, which
can be modeled with the Vogel-Fulcher-Tammann (VFT) equation [189]. Hence, ambi-
ent water is regarded as a “fragile” liquid. In 2006 McClure et al. [190] determined the
diffusivity of ASW in a similar manner to Smith and Kay. In contrast to Smith and Kay
the diffusivity obtained by McClure et al. between 150 and 160 K is much smaller. These
results were explained either by a glass transition at temperatures higher than 160 K
or by a fragile-to-strong transition on cooling water from 230 to 160 K. The idea of a
fragile-to-strong transition in supercooled water was proposed by Ito et al. in 1999 [191].
They showed that the liquid, which vitrifies at 136 K, is a strong liquid. By contrast near
the melting point at 273 K water is the most fragile liquid of all.

In summary, there is evidence that LDA experiences a glass transition to LDL above
136 K, and that LDL is a “strong” liquid, as opposed to water at ambient temperature.
However, the discussion about this issue is certainly not settled and will continue in the
future. Some experiments, which highlight similarities between LDA and crystalline,
cubic ice and disfavor the transition of LDA to a liquid are summarized elsewhere [192].

3.5.4. Glass transition in HDA. The first studies on the possibility of a glass transition
in HDA were made by Handa et al. They did not find any evidence for a glass transition
of HDA at ambient pressure, but found that during heating HDA first relaxes, then
transforms to LDA, which then further transforms to cubic ice and eventually forms
hexagonal ice [77]. However, at atmospheric pressures, where Handa et al. conducted
their experiments, HDA is not only metastable compared to the crystalline forms of
ice (which might be metastable themselves as well), but also metastable compared to
LDA. Thus, it would be preferable to do measurements under high pressure conditions,
where HDA has a larger thermal stability and cannot transform to LDA. These types
of high-pressure heat capacity measurements were technically not feasible prior to the
recent in situ study by Andersson, who reports a reversible glass-to-liquid transition
for HDA (possibly VHDA) at 1 GPa and 140 K, which is accompanied by a ΔCp of
3.4 JK−1 mol−1 [193].

The question, whether HDA is a glass or not became particularly important after
1992, when Poole et al. published their theoretical work [194], showing that there might
be a second critical point, which marks the end of a line separating the two amorphous
forms LDA and HDA. Furthermore, they stated that LDA is continuously connected to
the liquid, i.e., a glass. This raises the question, whether HDA could also be continuously
connected to the liquid and therefore exhibit a glass-to-liquid transition to a high density
liquid (HDL). This question was tackled by several approaches, which can be divided into
two categories, namely studies under high pressure and studies at atmospheric pressure.

First of all let us take a look at the high-pressure studies: Many experiments on HDA,
including its discovery [164], were pioneered by Osamu Mishima. Mishima also conducted
experiments with emulsified water, which has the advantage that one can collect data
in the otherwise not accessible no-man’s land. In this region the melting line of ice IV
was studied, which exhibits a melting line positively sloped with pressure, i.e., it melts
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upon decompression. The remarkable finding of Mishima et al. is that the melting line
shows a kink at approximately 0.1 GPa, which is consistent with the idea of two distinct
liquid forms of water [195]. Later Mishima et al. showed that it is possible to directly
vitrify a pressurized emulsion by bringing the high-pressure equipment in contact with
a cold Indium block. The resulting material was clearly amorphous and is suspected
to be HDA [196]. A subsequent study on both emulsified HDA (produced by pressure-
induced amorphization) and emulsified LiCl solutions showed an endothermic event upon
decompression which was interpreted as a glass transition [197].

High-pressure studies using dielectric spectroscopy have been conducted by Ander-
sson. It was shown that VHDA — Andersson regards VHDA as a form of relaxed
HDA — has a dielectrical relaxation time of 1 s at 1 GPa and 140 K [198], or 100 s (the
usual value at Tg) at 122 K when heated with 15 K/h [199]. Andersson also conducted
high-pressure calorimetry experiments and found a Tg of 140 K at 1 GPa when heated
with 0.4 K/min [193]. A different approach was used by Seidl et al., by studying the
thermal expansion of both LDA at 0.006 GPa and eHDA at 0.1, 0.2 and 0.3 GPa [200].
To this end the samples were heated to a temperature below the crystallization temper-
ature and cooled again — both with 2 K/min. This cycle was conducted several times in
order to get rid of any irreversible effects that might superimpose with a possible glass
transition. The curves depicted in fig. 18 show the results for LDA at 0.006 GPa and
HDA at 0.2 GPa. The curves corresponding to the third and the subsequent cycles show
qualitatively the same behaviour, a reversible change of slope, which was interpreted as
the onset of a glass transition taking place at 144 K (0.006 GPa) for LDA and at 134 K
(0.1 GPa), 140 K (0.2 GPa) and 142 K (0.3 GPa) for HDA.

All studies presented so far dealt with in situ approaches at high-pressures. Let us
now discuss the second category of experiments, focussing on quench-recovered sam-
ples. These are samples, which have been first quenched to 77 K and then brought
to atmospheric pressure, without any indications for a transformation in the course of
quench-recovery. The first approach is by Handle et al., who relaxed uHDA samples
at 0.1 and 0.2 GPa, quenched-recovered the samples and judged the state of relaxation
based on DSC measurements conducted at 1 atm [201]. uHDA samples were heated to
110, 125, 130 and 135 K with 3 K/min and kept at these temperatures isobarically and
isothermally for times between 0 and ∼ 10000 s. After the time had elapsed the samples
were quench-recovered and the transition temperature to LDA was measured with DSC
at atmospheric pressure. All transition temperatures are depicted in fig. 19. One can
clearly see that if annealed at 110 K the transition temperature changes only slightly,
where it becomes ever higher if the annealing temperature is raised. A fit of a relaxation
function to the data allows obtaining relaxation times and estimation of the Tg at the re-
spective pressures. These estimates are 144 K for uHDA at 0.1 GPa and 150 K for uHDA
at 0.2 GPa (cf. fig. 20a and b for the estimation and 20 c for a summary of T ′

gs found for
HDA).

The next approach was to directly measure the Tg of eHDA by the means of DSC and
also to conduct dielectric spectroscopy at 1 bar, which was done by Amann-Winkel et
al. [202]. The DSC scan of eHDA shows an endothermic feature at 113 K. If the sample
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Fig. 18. – Dilatometry curves upon heating LDA at 0.006GPa (a) and eHDA at 0.2 GPa (b).
Each sample was heated and subsequently cooled with rates of 2 K/min. Dashed lines mark the
deviation from linearity. The top part shows the data as measured and the bottom part was
replotted after subtraction of linear fits (black lines in top part). Reproduced from ref. [200].

is cooled afterwards and heated again this endothermic event shifts to about 116 K. This
effect is reversible, meaning that if the sample is cooled and heated again it exhibits the
same behaviour as before (cf. fig. 21). Therefore, these events have been interpreted as
the onset of the glass transition of HDA at ambient pressure. This reversible transition
can be detected in eHDA, but not in uHDA. The increase in heat capacity (curve 3 in
fig. 21) amounts to ΔCp = 4.8 JK−1 mol−1. From the dielectric relaxation map a record
low fragility index of m = 14 was determined for LDL, putting it in the category of
superstrong liquids, and a fragility of m = 20–25 was determined for HDL, putting it in
the category of strong liquids.

3.6. Summary: amorphous ices. – A range of different paths for the formation of
amorphous ices in the lab, or in astrophysical envirnoments exist. These differ in the
starting material, i.e., water in the vapour, liquid, or crystalline solid state, and in the
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Fig. 19. – Calorimetric HDA-to-LDA transition temperatures Te as a function of annealing time
and temperature (110K black circles, 125K blue downward triangles, 130 K green squares, 135 K
red upward triangles). The dashed lines depict the relaxation-function fits. Reproduced from
ref. [201].

specific protocols employed how to cool the liquid or vapor and how to bring in the excess
enthalpy into crystalline ice. In spite of amorphous ices being non-equilibrium states con-
verging towards thermodynamic equilibrium, there are exactly three distinct categories
of amorphous ices, in which they can be viewed as metastable “phases”. Low- (LDA),
high- (HDA) and very high-density amorphous ice (VHDA) are the most stable non-
crystalline forms of ice at < 0.1 GPa, 0.1–0.8 GPa and > 0.8 GPa, respectively. Recent
studies have shown that amorphous ices can in fact be equilibrated, without conversion
to the crystalline state, provided the temperature is kept sufficiently below Tx. Equili-
bration times, structural relaxation times and dielectric relaxation times can be reduced
to less than 100 seconds by heating them to T < Tx, both for LDA at ambient pressure
and HDA at intermediate-pressure conditions. This suggests that the amorphous ices
transform to deeply supercooled, ultraviscous liquid prior to crystallization. In case of
HDA the relaxed eHDA state (as opposed to the uHDA state originally discovered by
Mishima) even allows to observe the glass-to-liquid transition at ambient pressure, prior
to the transformation to LDA. The observation of two distinct glass transitions of amor-
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Fig. 20. – Arrhenius plots with a corresponding fit (red dashed line) of the relaxation times
calculated from the data depicted in fig. 19 for 0.1 GPa (a) and 0.2 GPa (b). The black dashed
line marks a relaxation time of 100 s and the extrapolated T ′

gs are marked by arrows. Part (c)
shows a summary of glass transition temperatures for HDA obtained by Handle et al. [201] as ex-
plained above (red stars), Amann-Winkel et al. [202], calorimetry (black upward triangle); Seidl
et al. [200], volumetry (black downward triangles); Andersson, transient hot-wire method [193]
(open downward triangle); Mishima, endothermic event in emulsified water [197] (black circle)
and grey area (data from LiCl emulsions); Andersson and Inaba, dielectric spectroscopy [199]
(open squares) and dotted line (Andersson’s extrapolation). Reproduced from ref. [201].

phous ices at ambient pressure, separated by about 20 K, favours a double-liquid and
a double-Tg scenario for our understanding of water. However, the debate will certainly
continue whether there are one, two or maybe even three liquids of water. The possibility
of VHDA being connected to VHDL was not studied at all so far, but will need to be in
the future. One way of answering these questions will be the study of aqueous solutions
at extreme conditions, especially in the dilute regime and extrapolating to the pure water
case. For instance, calorimetric and X-ray diffraction studies done in LiCl–H2O systems
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Fig. 21. – DSC measurements of eHDA. The sample was heated with 10K/min to 123K (1)
then cooled at 30K/min to 90K. This procedure was repeated (2) and then the sample was
heated with the same rate to 145K (3) and cooled again (same rates). Thereafter the sample
was heated to 253K (4). Tg,1 and Tg,2 mark the glass transition temperature for LDA and HDA
respectively. The inset shows the change in Tg,2 as a function of cooling rate – 1K/min vs.
30K/min. Reproduced from ref. [202].

on uHDA and eHDA samples produced by pressure-induced amorphization show clues
on the existence of LDL and HDL and their connection to LDA and HDA [203]. The
DSC study of LDA samples, produced by isobaric heating of eHDA of concentrations
between 0.00 and 0.12 LiCl mole fraction, shows a plateau region around 150–155 K after
the LDA glass transition and before crystallization, which is not evident in pure water.
The absence of this plateau region in the DSC scans shown in this review article has
always fuelled the debate about whether or not a liquid state is reached upon heating
amorphous ices. The appearance of this region in dilute salt solution allows for the af-
firmation of the appearance of a low-density liquid. Similarly, a second plateau region
could be observed in DSC scans of pressure-amorphized dilute LiCl solutions after the
HDA glass transition and prior to transformation into a low-density phase, which affirms
the notion of the appearance of the high-density liquid, even at ambient pressure [203].
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