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ABSTRACT
Using oxygen-17 as a nuclear probe, spin relaxometry was applied to study the high-density and low-density states of amorphous ice, covering
temperatures below and somewhat above their glass transitions. These findings are put in perspective with results from deuteron nuclear
magnetic resonance and with calculations based on dielectrically detected correlation times. This comparison reveals the presence of a wide
distribution of correlation times. Furthermore, oxygen-17 central-transition echo spectra were recorded for wide ranges of temperature and
pulse spacing. The spectra cannot be described by a single set of quadrupolar parameters, suggesting a distribution of H–O–H opening
angles that is broader for high-density than for low-density amorphous ice. Simulations of the pulse separation dependent spin-echo spectra
for various scenarios demonstrate that a small-step frequency diffusion process, assigned to the presence of homonuclear oxygen–oxygen
interactions, determines the shape evolution of the pulse-separation-dependent spectra.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0080333

I. INTRODUCTION

The scientific interest in producing and exploring supercooled
water and amorphous ices has a long history.1,2 Here, it may suffice
to refer to a few reviews that convey how stimulating, sometimes
“weird,” and often controversial the findings regarding liquid and
solid waters are.3–5

Much of the current activity on the amorphous ices dates back
to the discovery that apart from vapor deposited amorphous water,1
a second, highly dense amorphous form of H2O can be formed
by compression6 and that using suitably applied pressures, one
can switch among high-density amorphous (HDA) and low-density
amorphous (LDA) ice states.7 By now, the existence of two liquid
waters seems to be well established.8,9 Yet, the possible paths through
the complex phase diagram of H2O, including its no-man’s land and
the nature of the glass transitions, are still under intense debate.10–13

Various routes leading to the formation of amorphous ices, e.g., via
cold deposition of micrometer-sized droplets, were discovered14 and
explored not the least in order to clarify whether water vitrified by
rapid (∼106 K/s) quenching displays the salient features known from
the compression-induced amorphous ices.15

For the amorphous ices, it took a long while before equilibrated
HDA (eHDA, here for simplicity called HDA) could be produced
in an annealed, stabilized form16–18 so that water’s second glass
transition could be discovered19 or before it was clear whether or
not differently produced noncrystalline low-density states are struc-
turally20 and dynamically21 equivalent. Now, it is well-established
that annealing at 129 K (or above) for at least 90 min leads to a
relaxation of their structures22 and to the formation of LDA-II (in
the following simply called LDA).

One of the major challenges in this field centers on the proper
understanding of the nature of HDA’s and LDA’s glass transitions
and of the resulting high-density and low-density (liquid) forms,
sometimes called LDL and HDL. To address the corresponding
questions, a wide range of experimental and computational methods
has been applied to investigate them.23

In Fig. 1, we illustrate some of the findings that enabled
us to determine time constants from calorimetry19 and dielectric
spectroscopy.19,24 One recognizes how various time scales can be
assessed from the calorimetric onsets (Tg,HDA ≈ 114 K and Tg,LDA
≈ 136 K) and from the dielectric loss peaks. From Fig. 1, it also
becomes clear that the time scales for HDA widely differ from those
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FIG. 1. The frame on the left visualizes how the time scales (open symbols) and the
glass transition temperatures Tg,HDA and Tg,LDA of HDA and LDA, respectively, are
determined from the calorimetric data (solid curves19) for various scanning rates.
The shown data refer to heating rates of 10 K/min. For LDA, the heat capacity step
is only ΔcLDA ∼ 1 J K−1 mol−1, while for HDA, the step size is considerably larger.
The horizontal arrows highlight how the dipolar reorientation time scales (closed
symbols) were determined from dielectric loss maxima (frame on the right), while
“thawing” protonated LDA made from H2O and from D2O.24

for LDA and that a major H/D isotope effect (here illustrated for
LDA) exists.

For the study of the amorphous ices, also techniques such
as vibrational spectroscopy25–28 and nuclear magnetic resonance
(NMR)29–33 were used. The latter experimental method is exploited
for the present study as well. For a wide range of glass forming
materials, NMR yielded important insights into their dynamics near
the glass transition.34–37

While proton NMR is most useful to study fast dynamics in
water’s fluid and moderately supercooled regimes38–41 as well as in
crystalline ice,42 deuteron NMR, particularly for the crystalline ices,
has proven itself as a sensitive technique to unravel important details
also in the regime of slower motions.42–44

One of the reasons why only few 2H NMR studies of the
amorphous ices exist is the range of spin lattice relaxation times
T1 from several hundred to thousand seconds near 100 K and
below.29,33 This is almost prohibitively long for an in-depth study
of the D2O dynamics in the noncrystalline states. Notable excep-
tions are the 2H NMR works of Scheuermann et al. and Löw et al.
who probed the fast dynamics on the time scale of the inverse
Larmor frequency (typically corresponding to a few nanoseconds)
using spin relaxometry30,31 and furthermore explored the ultraslow
dynamics on and beyond the millisecond regime.33 However, at the
corresponding temperatures, impending crystallization effects were
partially affecting the experiments and thus had to be taken into
account in the analysis of the results. In the 140–150 K range, LDA
crystallizes to a stacking-disordered phase I.45

Apart from the 1H and 2H (and the radioactive 3H46,47) nuclear
probes, 17O is the only other NMR active isotope that was primarily
applied to study pure liquid water39,40,48–50 but can be exploited in
studies of neat HDA and LDA as well. Recently, this quadrupolar
nucleus is becoming increasingly popular.51 At least in crystalline
ice, 17O spin–lattice relaxation times were found to be much shorter
as compared to those measured for 2H.52 The present work was to
some extent motivated by the expectation that this advantage can
be exploited also in 17O NMR studies of the noncrystalline forms of
water.

II. EXPERIMENTAL DETAILS
Water from Sigma-Aldrich with a 40%–45% isotopic 17O

enrichment was used to produce the samples. HDA was prepared
and decompressed at 140 K to a pressure of 0.2 GPa as described in
Ref. 53. After pressure release, it was transferred from Innsbruck to
Dortmund at ambient pressure and liquid nitrogen temperatures. At
77 K, the sample was crushed to a fine powder and cold-loaded into
a borosilicate NMR tube that was sealed with a Teflon cap. The cold
HDA-filled tube was inserted into a double-resonance probehead
from NMR Service Co. that was precooled to 77 K. The probehead,
in turn, was transferred to the about 85 K cold cryostat. The experi-
ments were carried out in a magnetic field B0 = 9.4 T corresponding
to a Larmor frequency ωL/2π = 54.3 MHz using a Bruker Avance III
400 spectrometer. Typically, the (solid-state) π/2 pulses were 2.4 μs
long. For the measurements of the T1 times, a saturation sequence
with echo refocusing after a variable waiting time t was used. The
longitudinal magnetization recovery Mz(t) was detected using the
central +1/2↔−1/2 transition of the 17O nuclei and parameterized
in terms of the stretched exponential function

Mz(t) −M0

Mi −M0
= exp[−(t/T1)μ1], (1)

where Mi denotes the initial magnetization and M0 denotes the
equilibrium magnetization. The exponent μ1 quantifies the devi-
ations from exponential relaxation. A small degree of (intrin-
sic) nonexponentiality is expected for quadrupolar nuclei, such as
17O.54–57

Spin–spin relaxation times T2 were recorded after application
of a π/2-Δ-π pulse sequence, where Δ designates the pulse sep-
aration (also called the echo delay). The decay of the resulting
transverse magnetization Mxy(Δ) was fitted using another stretched
exponential function

Mxy(Δ) =M0 exp[−(2Δ/T2)μ2], (2)

where μ2 is the corresponding Kohlrausch exponent. For the detec-
tion of T2 and for the acquisition of the “exorcycled”58 π/2-Δ-π
spectra (from typically 128 to 512 scans), continuous wave 50 W
proton decoupling was applied. Unless noted otherwise, a Gaussian
apodization with σ = 2π × 500 Hz was employed. The frequency scale
is referenced with respect to liquid H2

17O. During each measure-
ment, the temperature stability in the variable temperature insert
from Oxford Instruments was better than ±0.2 K. The overall heat-
ing and cooling rates, including temperature stabilization and data
acquisition, typically were about 3–4 K/day.

III. RESULTS
A. 17O spin–lattice relaxation times

Immediately after transferring the cold sample to the cryo-
stat, measurements of T1 and T2 and also of the absorption spectra
were taken after thermal stabilization was achieved at the desired
temperature.

In Fig. 2, we plot the longitudinal magnetization recovery
recorded for HDA in a wide temperature range. The data are pre-
sented on normalized scales. The good overlap of these recoveries
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FIG. 2. Amplitude normalized longitudinal magnetization recovery of HDA plotted
vs the reduced time t/T1. The (white) line represents a Kohlrausch fit using Eq. (1)
and an exponent μ1 = 0.7.

demonstrates that in a wide temperature range, the shape of M(t)
is essentially invariant. It is well known that, in general, M(t) is
expected to evolve in a nonexponential manner, describable in terms
of a sum of three exponentials with relative weights that depend on
the exact excitation conditions.54 For a simple parameterization of
M(t), we use Eq. (1) and find an exponent μ1 = 0.7, which suggests
the presence of an underlying distribution of correlation times. The
mean spin–lattice relaxation time is ⟨T1⟩ = T1 Γ(1/μ1)/μ1 ≈ 1.27 T1,
where Γ denotes the gamma function. The Appendix demonstrates
that the exponent μ1 = 0.7 describes the 17O spin–lattice relaxation
also of LDA.

For the two amorphous ices, the resulting 17O spin–lattice
relaxation times are summarized in Fig. 3. At the lowest temper-
atures accessed in this work, T1 of HDA is about 10 s long. With
an increase in temperature, T1 becomes shorter until near 124.3 K,
the transition to the low-density state reveals itself as a step-like
increase in T1. The resulting LDA sample was then successively
heated further to ≈129 K, i.e., to a temperature sufficiently below
the transition to the stacking-disordered crystalline phase I and
(during the measurements) was kept there for about 15 h so that
the equilibration to LDA-II could take place.

Further T1 data were taken while recooling what thus is LDA-II
(here for simplicity called LDA) from ≈129 K to about 87 K. Then,
the sample was heated until another, much larger jump in T1 to rel-
atively long values occurred near 141 K. This jump corresponds to
the crystallization of our sample and thus to the formation of ice I.
Then, the transformed sample was cooled from about 156 to 96 K,
and subsequently, further ice I data were recorded upon heating (see
Fig. 3).

FIG. 3. Temperature dependent spin–lattice relaxation times T1 as measured using
2H NMR (open triangles) at a Larmor frequency of 46.7 MHz31 and using 17O NMR
(filled triangles) at 54.3 MHz from this work. Triangles pointing up were taken dur-
ing heating runs, triangles pointing down in cooling runs, and half-filled symbols
directly after the transitions had taken place. The colored arrows are meant to indi-
cate that at a given temperature the 17O spin–lattice relaxation times are shorter by
a factor of roughly 20 (for HDA) or 25 (for LDA) than their counterparts measured
using 2H NMR.

B. 17O spin–spin relaxation times T 2 and absorption
spectra

Transverse magnetization decays were recorded at the same
temperature at which T1 measurements were taken and the result-
ing Mxy(Δ) curves were parameterized using Eq. (2). During the T2
experiments, the proton spins were decoupled from the oxygen spins
by high-power radio-frequency irradiation and, therefore, do not
affect the transverse decay. For HDA and also for LDA, we find that
the spin–spin relaxation time T2 = 450 ± 30 μs and the correspond-
ing exponent μ2 = 0.90 ± 0.05 are, within experimental uncertainty,
independent of temperature.

An insensitivity to changes in temperature was also observed
for the proton-decoupled oxygen-17 absorption spectra: Fig. 4 shows
representative examples for HDA, LDA, and (stacking-disordered)
ice I. The 17O central-transition spectra reveal the characteristic
asymmetric shape expected for H2O in its condensed phases.

As we will show, the spectra are governed by the second-
order quadrupolar interaction. For hexagonal D2O ice at T = −10
to − 20 ○C,59 the principal axis values of the electrical field gra-
dient (EFG) tensor of the 17O nucleus are given as νz = 3

20 CQ

= 3
20 eQVzz/h = +0.999 MHz, νy = − 3

20 CQ
1
2(1 + η) = −0.967 MHz,

and νx = − 3
20 CQ

1
2(1 − η) =−0.032 MHz.60,61 Since the EFG tensor is

traceless, these quantities are often expressed in terms of only two
parameters, i.e., the quadrupolar coupling constant CQ = e2qQ/h
= 6.66 MHz and the asymmetry parameter ηQ = (Vxx − Vyy)/Vzz
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FIG. 4. Absorption spectra of the amorphous ices for different temperatures as
recorded for a pulse spacing Δ = 40 μs. The spectra for HDA, LDA, ice I, and
the simulated one (uppermost curve) were vertically shifted with respect to each
other for visual clarity. The dashed vertical lines highlight that the HDA spectra
are somewhat broader than those of LDA and than the spectrum of ice I. For the
experimentally determined spectra, an apodization was not applied. The inset on
the right hand side depicts a water molecule together with a disk-like structure,
which is meant to illustrate the orientation of the EFG tensor characterizing the
17O nucleus along with the principal tensor axes in the molecule-fixed frame.

= 0.935.60 As sketched in the inset of Fig. 4, the relevant principal
axis of the oxygen EFG tensor, which may be thought of as its
symmetry axis, is oriented along the C2v axis of the water molecule.
This axis coincides with that of the electrical dipole moment
vector of the water molecule. Thus, one may expect that oxygen
NMR and dielectric spectroscopy provide a similar perspective on
the reorientational dynamics within the ices.

For H2O ice at T = 140 K, a slightly smaller CQ = 6.43 MHz and
ηQ = 0.935 were reported.62 At least for the crystalline ices, the values
of CQ and η seem to be somewhat sensitive to the structure in which
the water molecules are embedded.63–67

From Fig. 4, one recognizes that the spectra of HDA are slightly
broader and more smeared at the outer edges than those of LDA.
However, neither for HDA nor for LDA was an apodization applied.
As will be discussed in Sec. IV B, the smearing presumably stems
from the variability of the local bonding angles.

As illustrated in the inset of Fig. 4, the x axis of the EFG tensor
coincides with the C2v symmetry axis of the water molecule, its y axis
is perpendicular to H–O–H plane, and its z axis is parallel to the line
that connects the two protons within the water molecule. Since in
our powder samples, an isotropic distribution of molecular orienta-
tions and thus of tensor orientations is present, it is a simple matter

to calculate the expected line shape. The result of this calculation is
included in Fig. 4 as well and seen to provide a useful description of
the experimental spectra.

In order to be sensitive to the molecular dynamics, tempera-
ture dependent line shape changes are often exploited.34 Line shape
changes are expected if the molecular dynamics becomes compa-
rable to or faster than a time scale of about 20 μs, roughly corre-
sponding to the inverse (central-transition) linewidth. The absence
of corresponding line shape changes inferred from Fig. 4 implies
that on this scale, the molecular dynamics remains slow for HDA
and for LDA. In fact, upon heating, the HDA → LDA and the
LDA→ ice I transitions were observed to take place when the dielec-
trically detected molecular reorientations times are on the order
of 1 s.19

Another way to probe molecular dynamics via line shape
changes is to record echo spectra as a function of the pulse separa-
tion Δ.68 In Fig. 5, we show central-transition spectra that have been
acquired for a wide range of pulse spacings Δ. The Δ dependence
of the integrated intensity of these spectra is expected to simply
reflect the decay of the transversal magnetization. In order to render
possible line shape changes most obvious, the spectra in Fig. 5 are
normalized to their intensity at ν = νL. In this representation, one
recognizes that the shape in the middle part of the normalized spec-
tra remains largely unchanged, while near the outer edges, variations
become obvious.

For a more quantitative analysis of these spectra, prior to nor-
malizing them, we have read out their intensities at the frequency

FIG. 5. 90○-Δ–180○-Δ spectra normalized to their intensity at ν = νL. For extended
pulse spacings, the overall transversal dephasing time 2Δ is (much) longer than
the spin–spin relaxation time T2. This circumstance leads to a reduced signal-to-
noise ratio for the corresponding spectra. The vertical lines mark frequencies of
+14.6 and −27.3 kHz.
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FIG. 6. Decay of the transverse magnetization Mxy (crosses) recorded for LDA
at 128.9 K and fits using Eq. (2) (solid line) with the initial intensity set to 1. The
full symbols refer to the intensity at the specified frequency positions of the pulse-
spacing-dependent central-transition spectra read out prior to normalization. The
dashed lines guide the eye.

positions marked in Fig. 5. In Fig. 6, we summarize the pulse-
spacing-dependent intensities and compare them with the decay of
the transversal magnetization that was independently measured at
the same temperature. The solid line reflects a fit to these data using
Eq. (2) with T2 = 450 s and μ2 = 0.9, i.e., the parameters already given
above. At +14.6 and −27.3 kHz, the transversal decays take roughly
two times longer than T2.

IV. ANALYSIS AND DISCUSSION
A large H/D isotope effect is observed for the amorphous

ices,24,69,70 see also Fig. 1. In comparison with the data from the
literature, it is important to point out that for water and ice, an
oxygen (16O/18O) isotope effect seems to be minute71–74 and, thus,
is not expected to play a significant role for the 17O containing ices
that we discuss in the following.

A. Spin relaxation
When trying to determine motional correlation times,

spin–lattice relaxation is particularly useful if a T1 minimum is
observed. For the amorphous ices, clearly, this is not the case, see
Fig. 3. However, in particular, if motional correlation times are avail-
able from other methods, e.g., from dielectric spectroscopy, the spin
relaxation times may nevertheless be analyzed. As evident, e.g., from
Fig. 1, for HDA and LDA, dielectric time constants are indeed avail-
able and their temperature dependence is shown in Fig. 7 in an

FIG. 7. (a) Arrhenius plot of the spin–lattice relaxation times (full symbols, this
work) and the dielectric relaxation times (crosses and dotted lines from Refs. 19
and 75) of protonated LDA and HDA. The label 17O refers only to the NMR results.
The solid lines reflect calculations using Eqs. (3), (5), and (7) in conjunction with
ΔΩQ given by the full 17O quadrupolar coupling of 6.66 MHz, the dashed lines
with about 2 MHz, and the dashed-dotted lines with about 1 MHz. (b) Same plot
for deuterated LDA and HDA but with 17O in natural (0.035%) abundance. The
solid lines refer to the full couplings given in the text. Here, the dielectric relaxation
times of deuterated LDA and HDA are from Ref. 24 and the 2H NMR data are from
Ref. 31.

Arrhenius representation. In the covered temperature range, the
time scales obey an Arrhenius law,

τ = τ0exp(E/RT), (3)

and can be described with an activation energy E = 39 kJ/mol19,75

and a pre-exponential factor τ0 = 3 × 10−17 s for protonated HDA
as well as with E = 34 kJ/mol and τ0 = 1 × 10−12 s for protonated
LDA, cf. Fig. 7(a). For deuterated HDA, one has E = 42 kJ/mol and
τ0 = 1 × 10−16 s, and for deuterated LDA, one has E = 37 kJ/mol
and τ0 = 1 × 10−12 s,24,75 cf. Fig. 7(b). Thus, near 125 K, the time
scales characterizing the two states differ by a factor of ≈100 for the
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deuterated and ≈200 for the protonated samples.19,24,75 Obviously
(see Fig. 3), the 2H and the 17O T1 times of the two phases differ
much less.

To understand this seeming discrepancy, it is useful to ana-
lyze the T1 data quantitatively. We will first consider 2H NMR
where spin–lattice relaxation is governed by a quadrupolar relax-
ation mechanism, i.e., by orientational fluctuations of the EFG
tensor with respect to the external magnetic field so that76

1
T(Q)1,2H

= 3
40

ΔΩ2
Q,2H[J(ωL) + 4J(2ωL)]. (4)

Here, J(ω) is the spectral density of these fluctuations. Furthermore,
ΔΩQ,2H designates the fluctuating part of the quadrupolar cou-
pling ΩQ/2π = CQ(1 + 1

3 η2)1/2. For HDA, 2H NMR yields e2qQ/h
= 224.6 kHz and η = 0.105, and for LDA, it was found that e2qQ/h
= 217.9 kHz and η = 0.109.29,31 By contrast to the oxygen EFG tensor
(cf. Fig. 4), the main component of the deuteron EFG tensor is
oriented along the OD bond and thus couples rather directly not
only to flips of the water molecule but also to the dynamics within
the OD–O hydrogen bond.

We will now argue that by far, the oxygen nucleus will be domi-
nated by a quadrupolar relaxation mechanism as well. Then, in view
of the fact that the 17O quadrupolar coupling is much larger than that
for the 2H nuclei, it is no surprise that the 2H-T1 times are much
longer than the 17O-T1 times. In quantitative terms, for the latter,
one has

1
T(Q)1,17O

= 3
625

ΔΩ2
Q,17O[J(ωL) + 4J(2ωL)]. (5)

Apart from the different (spin dependent) prefactor, for 17O, the
fluctuating part of the quadrupolar coupling is expected to be on the
order of several megahertz. Other interactions include the heteronu-
clear O–H dipole coupling, the chemical shift anisotropy, and the
homonuclear O–O dipole interaction. Using the gyromagnetic ratio
γO of oxygen-17 (with spin quantum number I = 5/2), the strength
of the latter can be assessed by calculating the corresponding second
moment on the basis of the Van Vleck formula,77

M2 =
3I(I + 1)

15
( μ0

4π
)

2
γ4

Oh2∑ij
1
r6

ij
. (6)

Here, the sum is over all O–O distances rij. For hexagonal ice, the
nearest neighbor distance is rO–O ≈ 2.76 Å. Via σOO =

√
4wOM2,

where wO ≈ 0.42 reflects the 17O enrichment, this leads to σOO/(2π)
= 312 Hz. This standard deviation relates to a full width at half
maximum (FWHM) ΔνOO

1/2 = 2
√

2 ln 2 σOO/2π = 734 Hz of the cor-
responding Gaussian distribution. With rO–O ≈ 2.77 Å in LDA
and rO–O ≈ 2.82 Å in HDA from Raman scattering78 as well as
rO–O ≈ 2.75 Å in LDA and rO–O ≈ 2.78 Å in HDA from x-ray
experiments,79 for the amorphous ices, σOO will be on the same order
of magnitude. Thus, even for the considerable 17O enrichment of
our samples, the homonuclear O–O dipole contribution to T1 rela-
tive to that due to the quadrupolar one [cf. Eq. (5)] can be expected
to be negligible. The same is true for the contributions arising from
the chemical shift anisotropy, which are ≈2 kHz at our field (from
the calculated 37 ppm80), as well as for the heteronuclear 1H–17O
coupling, which was estimated to be about 5 kHz.81

In order to describe the experimental T1 data, also the spectral
density has to be known. The classical form due to Bloembergen,
Purcell, and Pound (BPP)82 corresponds to a single exponential
relaxation, while the relaxation in the amorphous ices is known to
deviate from this behavior. For instance, the high-frequency slope of
HDA’s dielectric loss is governed by a power law ε′′ ∝ ν−α with an
exponent α ≈ 0.5.21 This power-law behavior is compatible with that
expected from a Cole–Davidson function,83 which is associated with
a spectral density84

JCD(ω) =
sin[α arctan(ωτ)]

ω(1 + ω2τ2)α/2 . (7)

Here, the parameter 0 < α ≤ 1 is a measure for the width of the dis-
tribution of correlation times τ, with α = 1 corresponding to the BPP
case.

In a first step, we analyzed the 2H data shown in Fig. 7(b).
Tentatively assuming α = 0.4 and that ΔΩQ,2H is given by the full
coupling ΩQ,2H, we calculated T1 on the basis of Eqs. (3), (4), and (7).
From Fig. 7(b), one recognizes that the computed T1 indeed matches
the experimental spin–lattice relaxation times, however, only at the
temperatures just below those at which the amorphous ices undergo
a transition. This agreement is not as bad as it may seem because
from various NMR studies, it is well known that in the glass tran-
sition region, T1 “bends over” to a behavior characterized by an
effective barrier of low energy.35

Encouraged by these findings, we now turn to the 17O labeled
samples. From Fig. 7(a), we see that for α = 0.4, again, just below
the transitions, the measured T1 times are recovered. However, the
predicted temperature dependences of T1 seem too steep, see the
dashed lines. In fact, in the low-temperature regime, i.e., for ωLτ≫ 1
which the experimental T1 data refer to, Eqs. (3), (5), and (7) predict
that T1 ∝ exp[Eeff/(kBT)] with Eeff = α E. The dashed-dotted lines
in Fig. 7(a) (again allowing for some deviations at low temperatures)
correspond to Eeff,HDA = 13 kJ/mol and Eeff,LDA = 11 kJ/mol. Together
with the barriers given above for the T1 data, this suggests that the
exponents are as given in Fig. 7(a). However, the determination of
these exponents and the associated fluctuation amplitudes ΔΩQ is
not unambiguous: By imposing the constraint that (only) the T1
data just below the transitions are captured, for 1 MHz ≤ ΔΩQ,17O/
2π ≤ 6.66 MHz, we find that αLDA = aL + bL log10[ΔΩQ,17O/(2π
MHz)] with aL = 0.30, bL = 0.24, and αHDA = aH + bH log10[ΔΩQ,17O/
(2π MHz)] with aH = 0.32 and bH = 0.25. Although these relations
involve fluctuation amplitudes that are much smaller than the full
coupling ΩQ,17O, they still exceed considerably the couplings relating
to the other spin interactions discussed above.

Another argument for a possibly reduced fluctuation ampli-
tude of the oxygen coupling comes from comparing Eqs. (4) and (5).
Starting from the full couplings, a combination of these equations
suggests

T(Q)1,2H

T(Q)1,17O

= 8
125

Ω2
Q,17O

Ω2
Q,2H

≈ 80, (8)

which furthermore tacitly assumes that the (shapes of the) spec-
tral densities, the Larmor frequencies (all near 50 MHz), and also
the underlying motional processes are basically the same. The lat-
ter is only approximately true because during a tetrahedral jump of
a water molecule, its O–D bond will reorient by about 109○, while
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the C2v axis of the water molecule (and likewise, the oxygen EFG
tensor) will reorient by 90○. The experimentally determined ratio of
T1 times of 20–25 (cf. Fig. 2) is, however, roughly four times smaller
than suggested by Eq. (8). Assuming that ΔΩQ,2H = ΩQ,2H, it, thus,
would appear that the fluctuating part of the oxygen coupling is only
about

√
25/80, i.e., roughly 50% of the full ΩQ,17O, a reduction that

currently we are unable to rationalize. The effective coupling will be
further discussed in Sec. IV B.

Finally, we briefly discuss the spin–spin relaxation time: The
temperature insensitivity of T2 suggests that the transversal dephas-
ing is dominated by homonuclear dipolar O–O interactions. Indeed,
the “Lorentzian” FWHM Δν1/2 relating to T2 is Δν1/2 = 1/(πT2)
≈ 700 Hz, which approximately equals the homonuclear “Gaussian”
width ΔνOO

1/2 estimated above (for hexagonal ice).

B. NMR spectra and slow motions
The overall width of the NMR spectrum for ice I, shown in

Fig. 4, nicely agrees with that of the simulation. However, despite
complete proton decoupling, as compared to the crystalline ice,
the amorphous ices display a significant spectral broadening. Its
occurrence suggests that the electronic environment at the oxygen
site is affected by a distribution of local bonding geometries. The
broadening is more pronounced for HDA than it is for LDA.

From neutron scattering work, it has been concluded that in
highly dense ices, in particular, in HDA, there is a “considerable
degree of hydrogen bond bending in these materials compared to
LDA”20 and also that the most probable of the widely distributed
H–O–H opening angles differs from the tetrahedral one. Further-
more, from unpublished neutron work, the width of this bond angle
distribution appears to be significantly larger for HDA than for
LDA.85

Based on a modified Townes–Dailey model, it is known that the
EFG parameters depend on the relative directions and occupancies
for the lone-pair and OH-bonding orbitals,66,67,86 with the electronic
effects opposing the changes in local geometry.87 These complexities
call for dedicated quantum chemical calculations of the EFG param-
eters not only for crystalline88 but also for the amorphous ices. In
any case, in view of the neutron diffraction results, it becomes clear
that with respect to ice I, the 17O spectra of the amorphous ices are
expected to be washed out89 and that this effect will be stronger for
HDA than for LDA in harmony with the experimental observation
made from Fig. 4. Furthermore, above, e.g., in relation to Eq. (8), we
discussed the spin–lattice relaxation in terms of well-defined EFG
parameters. Given a distribution of local charge environments to
which the oxygen nucleus is subjected, this tacit assumption may
not be fully justified. It remains to be clarified, however, whether
and to which extent a distribution of EFG parameters will give rise
to reduced effective quadrupolar couplings.

A discussion of the pulse-spacing-dependent spectra shown in
Fig. 5 calls for further analysis. From these spectra that are nor-
malized to their peak amplitudes, we observe a relative intensity
increase in the frequency ranges from 10 to 15 kHz and from
−25 to −30 kHz. The orientation of the oxygen EFG tensor with
respect to the external magnetic field—described by the polar angle
θ and azimuthal angle ϕ in the usual way90—is encoded in the
second-order precession frequencies ω(θ,φ).91,92 From the color
coding of the unit-sphere representation of these frequencies (see

Fig. 8), one recognizes that the “red” edge of the spectra corresponds
to the angular range centered at θ = 90○ and ϕ = 0○ and the “blue”
edge to θ ≈ 45○ and ϕ = 90○ (and symmetry equivalent combina-
tions of these angles). These (“red” and “blue”) angular ranges thus
seem unrelated with those expected for, e.g., tetrahedral molecular
jumps. One possibility to rationalize this behavior further is in terms
of anisotropic spin–spin relaxation times.

To clarify the situation, we simulated the Δ-dependent spec-
tra by assuming various scenarios of how the precession fre-
quencies could be modulated during the total dephasing time
2Δ. Among these scenarios are the isotropic random-jump and
rotational-diffusion models93 as well as an approach that has been
used to simulate quasi-tetrahedral motions in hexagonal ice.62,94

Since the local reorientational geometry of the water molecules
in LDA and in hexagonal ice may be anticipated to bear a large

FIG. 8. The experimental spectrum for the longest pulse separation Δ = 600 μs
measured at 128.9 K is reproduced from Fig. 5 and compared with the spectra sim-
ulated for various scenarios, including (i) the quasi-tetrahedral jump (QTJ) model
given in Ref. 62, (ii) the small-step rotational diffusion model with the listed jump
angles, and (iii) the isotropic random-jump (IRJ) model. All the simulations refer to
Δ = 600 μs, are represented as solid lines, are subjected to an apodization with
σ/2π = 2 kHz, and are normalized to the peak maximum. For reference purposes,
the thin dashed lines reproduce the simulated (“rigid-lattice”) spectrum from Fig. 4.
The colored sphere (for η = 0.935) shows which combinations of angles that enter
the precession frequency ω(θ, φ) contribute to a given spectral position. The arrow
pointing to the top corresponds to θ = 0 and the arrow to the side to ϕ = 0.
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degree of similarity, the general trends of the simulated spectra are
nevertheless presumed to be relevant for our discussion.

For this work, we use the trajectory-based Monte Carlo
(random-walk) algorithm that previously was mostly employed with
respect to 2H NMR of glass forming materials.35,95,96 Analogous
simulations were recently exploited also in the framework of the
NMR of oxygen97,98 and other strongly quadrupolarly perturbed
nuclei,99,100 mostly focusing on crystalline materials. Here, we adopt
this approach for application to noncrystalline samples.

To mimic a diffusive evolution of the precession frequencies,
one may resort either to small-step jumps directly in the frequency
domain101 or approximate them in terms of a succession of reori-
entational jumps of the EFG tensor about small angles Δφ. Here,
Δφ → 0 corresponds to the limit of rotational diffusion. The sim-
ulation of molecular jumps about either a finite fixed or else a
random reorientational angle is straightforward if the asymmetry
parameter characterizing the relevant tensor vanishes. However, in
the presence of a significant asymmetry, η > 0, of the relevant tensor,
additional efforts are required.

For these simulations, viewed from the principal axis system of
the EFG tensor, we performed a rotation of this tensor by an angle
Δφ about a randomly chosen reorientation axis (defined by two
randomly chosen Euler angles).102 For each angular jump appearing
in the course of a given trajectory of time dependent precession
frequencies ω(θ, ϕ), a new random reorientation axis is determined.
To carry out a powder average, when initializing a given trajectory, a
randomly oriented external magnetic field was chosen, which was
kept fixed for the remainder of that trajectory. To obtain spectra
with an acceptable signal-to-noise ratio, typically, 105 to 106 tra-
jectories were averaged. The orientational life times were drawn
from an exponential distribution that was adjusted such that the
experimentally observed T2 (of about 500 μs) resulted.

Figure 8 displays the spectra thus obtained for various scenar-
ios and compares them with the experimentally determined one,
all relating to a pulse spacing Δ = 600 μs. To appreciate the effect
of this large Δ, the spectra are compared with the simulation for
the static spectrum (which is independent of a specific scenario).
The model of isotropic rotational random jumps leads to a homo-
geneous decrease in the spectral intensity with increasing Δ, and
thus, after amplitude rescaling, the spectrum is identical to that for
Δ = 0. Although the agreement is qualitative at best, small-step rota-
tional diffusion appears to be the only scenario that leads to a relative
intensity enhancement near the outer edges of the spectrum. Thus,
also the Δ-dependence of the spectra seems to be governed by a
small-step frequency change, most likely arising as a consequence
of homonuclear oxygen–oxygen interactions.

With the goal to obtain insight also into the ultraslow molecu-
lar dynamics of crystalline and amorphous ices, deuteron stimulated
echoes were previously exploited.33,44 Oxygen stimulated echoes
and two-dimensional exchange NMR were so far applied in stud-
ies of hexagonal ice and clathrate hydrates.92,94,103 However, for
these techniques to be useful, the motional correlation times need
to be significantly shorter than T1. A glance at Fig. 7(a) shows
that for the amorphous ices, this condition is not fulfilled and
that near the transition temperatures, T1 should be at least about
10 times (for HDA) or at least about 40 times (for LDA) longer
than the experimentally observed values T1,exp. In principle, in the
slow-motion regime, longer 17O spin–lattice relaxation times can

be achieved by resorting to larger Larmor frequencies ωL. From
Eqs. (5) and (7), it follows that T1(ωL)∝ωL

1+α. This relation leads to
T1,needed/T1,exp = (B/B0)1+α so that with a Cole–Davidson exponent
α = 0.4 assumed, for a 10- or 40-fold increase in T1, very large static
magnetic fields B on the order of 50 or 130 T, respectively, would be
required. At such field strengths, reduced second-order quadrupolar
broadenings and increased chemical-shift-anisotropy related spec-
tral broadenings are expected, with the latter presumably providing
only a minor additional spin relaxation channel.

V. CONCLUSIONS
In this work, we measured the longitudinal magnetization

recovery and the transversal dephasing of the 17O magnetization
for LDA and HDA over a wide temperature range. Well-defined
changes in the spin–lattice relaxation times are observed at the HDA
→ LDA and the LDA→ ice I transitions. As compared to the 2H T1
times, those measured for 17O are 20–25 times shorter. The sets of
relaxation times for the two nuclei are analyzed in conjunction with
the dielectric relaxation times that are available for the protonated
and deuterated amorphous ices. Compatibility of the NMR time
scales with those expected on the basis of dielectric spectroscopy
is achieved for temperatures just below those at which LDA and
HDA undergo a transition to a new amorphous state or the crys-
talline phase I, respectively. The description of the data requires a
distribution of correlation times, here parameterized in terms of a
Cole–Davidson parameter of 0.45 ± 0.05. Furthermore, the present
analysis raises the possibility that unlike for the deuterons, for the
17O spin–lattice relaxation, the fluctuating part of the quadrupo-
lar coupling is below its full value. With respect to the spin–spin
relaxation, it was shown that the dipolar oxygen–oxygen interactions
prevail.

As compared to crystalline ice I, the absorption spectra of
the amorphous ices display an intrinsic broadening that is more
pronounced for HDA than it is for LDA. These broadenings
were rationalized in terms of correspondingly large distributions
of H–O–H opening angles, a finding that is in harmony with
unpublished results from neutron diffraction.85

While the shapes of the HDA and LDA spin-echo spectra
are largely independent of temperature, a pronounced dependence
on the pulse separation Δ was discovered. After scaling to the
peak intensity, for large Δ, this phenomenon is easily recognized
as a significant relative enhancement near the outer edges of the
17O central-transition spectra. Random-walk simulations were
performed for various rotationally induced frequency changes with
the goal to test several scenarios. These include quasi-tetrahedral,
random reorientational, and small-step jumps. The latter situation
was found to give best qualitative agreement with the experimen-
tal observations, suggesting that here the oxygen–oxygen magnetic
dipole interactions play an important role as well. Finally, it was
pointed out that an access to the ultraslow dynamics in the amor-
phous ices using 17O NMR would require very high magnetic
fields.
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APPENDIX: MAGNETIZATION RECOVERY OF LDA

For LDA, the shape of the longitudinal magnetization recovery
curves is very similar to that for HDA. Figure 9 displays the data for
LDA in a doubly scaled format. This representation highlights that
the nonexponentiality of the recoveries is essentially invariant when
changing the temperature over a wide range.

FIG. 9. Analogous to Fig. 2, this plot shows the normalized longitudinal magne-
tization recovery of LDA vs the reduced time t/T1. The (white) line represents a
Kohlrausch fit using Eq. (1), again with an exponent μ1 = 0.7.
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