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I. INTRODUCTION

The amorphous solid state of matter has traditionally received much less

attention than the crystalline solid state [1–4]. By contrast to crystalline solids,

which are ordered and can be defined using a periodically repeated unit cell,

amorphous solids are disordered on long-range scales. Amorphous solids show a

short-range order, e.g., tetrahedrality, which is similar to the short-range order

found in crystalline solids. However, long-range order in amorphous solids does

not exist because order typically disappears at distances of 20–50 Å. Because of

their inherent disorder, amorphous solids are metastable with respect to the well-

ordered crystals. The difference in Gibbs free energies is often called ‘‘excess

free energy.’’ Many methods of producing amorphous solids are available using

the gas, the liquid, and the solid as starting materials. All of them share the

principle that excess free energy has to be provided, e.g., by mechanical, thermal,

or chemical treatment, which is taken up by the material [5]. Amorphous solids

are often divided in two subgroups—glasses and nonglassy amorphous solids.

One of the most traditional routes of producing glasses is by cooling the liquid

below the melting temperature without crystallizing it [6, 7]. Thus, glasses are

synonymously also called vitrified liquids. After reheating a glassy solid, it turns

into a supercooled liquid above the glass! liquid transition temperature Tg. In

the transition region from the glassy solid to the supercooled liquid near Tg

the microscopic structure does not change—rather the relaxation dynamics

change [8]. Whereas glasses are nonequilibrium states, which slowly relax

toward the metastable equilibrium on the experimental time scale, the metastable

equilibrium is reached within the experimental time scale in case of supercooled

liquids. By contrast, a nonglassy amorphous solid does not turn into a

supercooled liquid during heating. Instead, either it remains in the amorphous

solid state or it crystallizes. As an explanation why these amorphous solids

behave unlike glasses, often the concept of ‘‘nanocrystalline’’ material is invoked

[9–11], which basically implies that the material is made of a huge number of

very small crystal grains, each of which contains on the order of a few hundred

molecules. In this view, the sharp Bragg peaks in scattering experiments

characteristic of crystalline material are not observed because they are massively

broadened because of the small crystal sizes. For example, the X-ray pattern

cannot be distinguished then from true glassy material, and thus, the

‘‘nanocrystalline’’ material looks ‘‘X-ray amorphous.’’ Although both ‘‘nano-
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crystalline’’ and ‘‘glassy’’ solids do not show long-range order, they can be

distinguished in terms of how the short-range order disappears at intermediate

ranges [12]. In the glassy state, the order disappears more or less continuously by

variation of interbond angles and (to a lesser extent) interatomic distances. In the

‘‘nanocrystalline’’ state, the order is lost more or less discontinuously at the grain

boundaries—almost no variation of interbond angles and interatomic distances is

observed inside the nanocrystals, but strong variation exists at the intergrain

boundaries (although the size of the nanograin and the intergrain boundary may

be compatible to each other). Instead of grain boundaries, defective crystals

distorted by linear defects (disclinations, dispirations, and displanations) have

been considered [13]. So, in amorphs one speaks about three distance ranges as

follows: (1) the short-range order, which typically reaches the direct neighbors of

a central atom or molecule, i.e., the first coordination sphere (sometimes the

second coordination sphere); (2) the intermediate range order, which typically

encompasses the second to the fifth through seventh coordination spheres, where

the loss of order occurs [14–20]; and (3) the long range beyond the fifth through

seventh coordination spheres, where there is no order.

During variation of pressure and/or temperature, the amorphous solids may

experience different processes, which can be superimposed as follows: (1) elastic

reversible behavior, that is, the connectivity in the network remains the same—

just isothermal compression and/or thermal expansion take place; (2) inelastic

behavior associated with the change of intermediate-range order; (3) inelastic

behavior associated with a change of short-range order including coordination

changes in the first through second spheres; and (4) irreversible structural

relaxation associated with the equilibration process toward the metastable

equilibrium.Whereas (1) is found for any material and (4) is related to the kinetics

of relaxation, (2) and especially (3) represent structural transitions governed by

the laws of thermodynamics analogous to phase transitions for crystals. In this

sense, structural transitions in amorphs have been called ‘‘phase’’ transitions, even

though amorph (nonequilibrium nature) and phase (equilibrium nature) are in

direct contradiction. Glasses and amorphous solids are nonergodic, non-

equilibrium states, and a strict physical meaning of the ‘‘phase’’ can be applied

to them only conditionally (‘‘metastable phase’’) [21]. The use of terminology

reserved for true equilibrium transitions (phase, latent heat, first-order nature,

nucleation, etc.) seems to be justified in view of the experimental finding that the

metastable amorphous states can be stabilized for very long times, if not infinitely,

under suitable conditions [i.e., process (4) can be suppressed effectively]. That is,

the term ‘‘phase’’ can be applied conditionally for ‘‘metastable phase.’’ In this

sense, the amorphs can be viewed to be in a metastable quasiequilibrium rather

than in nonequilibrium. Such a metastable quasiequilibrium allows for the

definition of a coexistence line, where Gibbs free energies of two amorphous

states are identical, and the possibility of ‘‘first-order’’ transitions that involve
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jump-like changes in entropy, volume, and enthalpy arises. Also the possibility of

a critical point located at the end of the coexistence line arises. Another

complicating circumstancewith respect to amorphous solids and glasses is that the

transformations between different ‘‘phases’’ during the experimental times occur,

as a rule, under conditions that are far from equilibrium; these transformations

are determined by kinetic parameters, much like low-temperature phase

transitions with a large hysteresis found in crystals [22].

Structural phase transitions in crystals under changes of the P,T-parameters

are a well-studied phenomenon from both the experimental and theoretical

viewpoints. The concept of ‘‘polymorphism,’’ i.e., the occurrence of more than

one crystal structure for a single component, is a well-known and traditional

concept. For many components, the phase diagram of stable polymorphs has

been constructed and shows lines in the P,T diagram, where two polymorphs can

coexist in thermodynamic equilibrium. Crossing these lines then causes a sharp

structural transition, i.e., a change of short-range order in the unit cell [very

much like mechanism (3)] [23]. However, the concept of ‘‘poly-amorphism,’’

i.e., the occurrence of more than one amorph, and structural transitions between

these amorphs is relatively new and not well understood. Disordered systems

possess additional, more essential characteristics that differentiate them from

crystals, namely, the inhomogeneity of their structure and the dispersion of their

properties on the scales smaller than the correlation length of a medium order in

disordered systems. For this reason, the disordered systems follow two scenarios

of phase transformations: Either they can experience a first-order phase

transition, provided the minimum size of a nucleus of an emerging phase is

larger than the correlation length of a disordered state, or, by contrast, they

undergo smeared changes (at all temperatures) [24]. For the smooth transitions,

there is a series of intermediate states, each being in compliance with the

condition of minimum of the Gibbs free energy. This particular scenario cannot

be realized in crystals, where just two definite phases exist whose macroscopic

mixture may be thermodynamically equilibrated in the transition point only. Thus,

the experimental observation of sharp changes of the structure and properties in

the disordered systems, as opposed to crystals, is a necessary but insufficient

evidence for a first-order transition, for there always remains the possibility of this

transition occurring in a fairly narrow but finite P,T-interval. As a result, the

principal evidence for the first-order transition in the disordered media is the

observation of a macroscopic mixture of phases during transition [22].

The concept of a single structural transition in amorphous material, i.e., an

amorphous–amorphous transition, was coined in 1985 by Mishima et al. [25] on

the example of water. Today, in many respects the nature of pressure- and/or

temperature-induced transformations in glasses and amorphous solids remains

unclear. In most cases, the pressure treatment of glasses and amorphous solids

results in residual densification. In the process, the densified glasses and
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amorphous solids do not undergo any significant change in a short-range order

(coordination number Z) as a rule; it is only amorphous network topology (ring

statistics, etc.) that varies. Nevertheless, there are some examples of

coordination transformations in amorphous solids, glasses, and liquids, which

can take place in a sharp manner or smeared over a wide pressure and

temperature range, e.g., amorphous H2O, SiO2, GeO2, B2O3, Si, Ge (for

references, see Sections II through IV), A3B5-compounds, Se, S, P, AlCl3,

ZnCl2, ZnSe, amorphous irradiated zircon [26], some metallic glasses (e.g.,

Ce45Al55) [27], and in aluminates [28]. These examples, where a coordination

transformation in the amorphous solid can be observed, are the candidates for

possible multiple amorphous–amorphous transitions, which are the focus of the

current review. Among these candidates, some evidence has been accreted for a

possible multiple nature of amorphous–amorphous transitions. Therefore, we

discuss covalent oxide glasses such as SiO2, GeO2, and B2O3 in Section II, H2O

in Section III, and the semiconductors Si and Ge in Section IV. Interestingly, a

good correlation exists between the few glasses that show coordination

transformations and the few liquids known to show anomalous behavior, such as

an apparently diverging heat capacity and compressibility during supercooling,

the negative melting slope in the P-T phase diagram, or a density maximum.

Although the possibility of structural transformations under compression in

some glasses is beyond doubt, the question whether the phase diagram of the

glass (and melt) is a shifted reflection of the pressure–temperature phase

diagram of the crystal remains to be answered. Multiple-phase transitions under

pressure for one substance in the crystalline state are possible often; whether

multiple structural transformations can similarly be observed in a respective

glass and melt is a matter of debate. Whereas there is barely any experimental

information on true multiple liquid–liquid transitions (except for the case of

AsS [29]), simulations have suggested the possibility of multiple first-order

liquid–liquid transitions [30–36].

Although we focus here on the status quo concerning the debated aspect of

multiple amorphous–amorphous structural transitions, we want to emphasize

that there are numerous reviews on the topic of polyamorphism and single

amorphous–amorphous transitions worth reading [37–48].

II. COVALENT OXIDE GLASSES

A. Silica

Of greatest interest is the study of pressure-induced transformations in such an

archetypical glass as a-SiO2. Besides the fundamental importance of research on

transformations in disordered media, a deeper insight into the transitions that

occur in a-SiO2 and other amorphous and liquid silicates is of much importance

for the physics of the Earth and planetary interiors. Thus, we pay the most
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attention to the a-SiO2 study, whereas other oxide glasses such as GeO2 and B2O3

will be considered more concisely.

Silica (SiO2) is the substance whose properties and phase-transition behavior

are vital for understanding the puzzling processes and phenomena existing in the

Earth’s upper mantle and in Earth-like planets [49, 50]. Silica, being one of the

most abundant components of the Earth, ‘‘plays a major role in the deep interior,

both as a product of chemical reactions and as an important secondary phase’’ [51].

The equilibrium pressure-temperature (P-T) phase diagram of silica is relatively

well understood, and it has been extensively reviewed elsewhere [51] (Fig. 1).

Under compression, the SiO2 crystal undergoes a set of transitions from a-quartz
(the silicon atom coordination number relative to oxygen atom number, Z¼ 4)

! coesite (Z¼ 4) (P� 3 GPa) ! stishovite (rutile structure) (Z¼ 6) (P � 9

GPa) ! CaCl2-structure type (Z¼ 6) (P � 70 GPa) ! a-PbO2-structure type

(Z¼ 6) (P � 100 GPa) – pyrite-structure type (Z¼ 8) (P � 260 GPa)[51–63].

The behavior of the SiO2 glass under pressure has been intensely studied as

well [39, 53, 64–83]. It was established long ago that the high-pressure, high-

temperature treatment causes a significant residual densification of silica glass
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Figure 1. Schematic high P-T phase diagram of SiO2 determined from static compression

experiments. Rectangles are areas already studied. The bottom left rectangle (with 1–5 phases)

is part of a diagram by both in situ and quenching techniques in a large volume press apparatus

[51–54]. The upper right rectangle was studied by shock-wave and laser heating in diamond anvil

study of the melting curve [55–57]. The bottom right middle rectangle with 5/6 is the study (laser

heating with diamond anvils) of stishovite to CaCl2 transition [58] with a line of 5/6 phase transition

[59]. The bottom right rectangle with 7 is an area investigated by which includes Dubrovinsky et al.

[60], laser heating with diamond anvils.
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[14, 66–68, 70, 71, 76, 84–87]. The maximum densification of 18–20% is

achieved after a pressure of 16–20 GPa—room temperature treatment or after

5–8 GPa—800–1000 K treatment. The densified glasses have predominantly

tetrahedral coordination of silica atoms, Z � 4–4.5 [14, 71, 88]. Elastic moduli

and optical characteristics of densified glasses are distinctly different from those

of pristine silica glasses.

The extensive studies on the structure [72, 89] and Raman and Brillouin

spectra [68–70, 73], as well as computer simulation results [77–82] have

revealed that in the 8–50 GPa pressure range and at room temperatures, the

silica glass is subject to a broad transformation accompanied by a change in the

short-range order structure and an increase in the coordination number from 4 to

6. It should be noted that during coordination transformation at intermediate

pressures, many silicon atoms have a fivefold coordination. The main part of

the transformation takes place in a narrower pressure range of 10–40 GPa.

The earlier data did not shed light on how closely this coordination

transformation is related to residual densification of the glass. Another

unanswered question was whether glass densification after 20 GPa pressure at

room-temperatures treatment and the one at 5–8 GPa and high-temperatures

treatment are of a similar nature.

Recent years have witnessed a significant advance in the understanding of the

behavior of glassy silica under compression. By using a strain gauge technique,

direct in situ measurements of the relative volume of the glass in a wide range of

pressures (0–10 GPa) and temperatures (30–730 K) have been conducted

(see Fig. 2) [90]. It has been found that at increased temperatures and pressures

of 4–8 GPa, the a-SiO2 glass undergoes a transformation accompanied by

moderate volume changes of 2–7%, depending on the pressure. The computer

simulation data [91, 92] perfectly fit those obtained by volumetric measure-

ments (see Fig. 3). Here, we note that the data in Ref. [85] on the existence of a

sharp volumetric anomaly (�20%) at 3.6 GPa and 850 K are not corroborated

by the results of other independent measurements. High residual densification

(�20%) in the glasses after decompression is caused by a considerably lower

(by almost two times) compressibility of a densified glass [90]. Thus, the

position in the T,P-plane of the zone of the transformation responsible for

densification was determined (Fig. 4). A recently conducted in situ structural

study on the SiO2 glass under high-pressure, high-temperature conditions [17]

(see Fig. 5) as well has revealed the existence of this transformation region,

which is in perfect agreement with the volumetric data (see Fig. 4). The

computer simulation data [91, 92] and in situ X-diffraction study [17] have

allowed us to clarify the nature of this transformation. The coordination number

during this transformation changes insignificantly, whereas the topology of

tetrahedron connectivity substantially changes toward more efficient packing of

the tetrahedra. Thus, the changes during this transformation primarily affect the
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intermediate-range order rather than the short-range one. In terms of the

‘‘rigidity percolation’’ [93], the transformation of the amorphous network

with floppy modes toward the rigid network occurs [92]. The analysis of

structural data has revealed that the number of small rings in the network

increases during transformation; this change in the ring statistics leads to the

decrease in the number and size of interstitial voids in the network. Apart from

a change in the intermediate-range order, the first transformation also involves a

change in the coordination of some part of silicon atoms in the fivefold and

sixfold coordination states.
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545 K (a) and the corresponding bulk modulus obtained by the numerical differentiation of volume

curves (b). The data corresponding to the a-SiO2 compression at room temperature are given for the

comparison (from Ref. [90]).
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Thus, the first transformation in a-SiO2 happens with a small change in the

coordination number and is irreversible at room temperatures, which gives rise

to residual densification (see Fig. 4). The second transformation, accompanied

by the further increase of the first coordination number up to Z¼ 6 and

occurring already within the rigid network, takes place at higher pressures; it is

almost independent of the temperature (see Fig. 4) and is nearly fully reversible.

At room temperature, these two transformations significantly pressure overlap,

whereas at higher temperatures, they can be conditionally separated.

The pressure range for the second transformation is still debatable. Note that

the recent study on the bonding changes in the SiO2 glass conducted by using an

inelastic X-ray scattering technique [94] gives an unreliable estimate of the

degree of coordination transformation. According to Ref. [94], the transforma-

tion in the SiO2 glass to the sixfold coordination state of silicon atoms is

completed at P � 20 GPa. At the same time, the direct structural study of the

SiO2 glass indicates that this coordination transformation is not completed

even at P � 40 GPa [72, 89]. At P �18 GPa, the coordination changes only

begin [17]. A very recent inelastic X-ray Si L-edge scattering study has revealed

that there is no domination of six coordinated Si atoms even at 74 GPa [95].

Fukui et al. [95] suggested that a significant fraction of five coordinated Si

atoms exist up to the highest pressures. Thus, the assessments of the degree of

coordination transformation in glasses made from inelastic X-ray scattering data

(e.g., Refs. [94, 96, 97]) should be treated with caution.

Figure 3. Temperature-induced densification in SiO2 and GeO2 glasses from Ref. [91]. A

circled line is the experimental results; solid lines are the results from MD simulation.
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We note that the first transformation results in the formation of a rigid

unstressed state of the amorphous network [91]. As the coordination number

increases, the amorphous network becomes overstressed and overconstrained. In

the case of a high atomic coordination, bond length and angle fluctuations,

which are intrinsic for amorphous network, cost very high elastic energy. This

leads first to higher transformation pressures as compared with crystalline

prototypes and, second to the impossibility of retaining a high coordination

number after decompression, which is another fact that strongly differentiates

the glasses from their crystalline counterparts. Finally, these high elastic stresses

in overconstrained amorphous networks cause a higher tendency to nano-

crystallization of such glasses.

This is, even to a greater extent, true of oxide glasses with the coordination

number Z > 6. It is obvious that with another increase in pressure to P� 1 Mbar

(the stability region of an a-PbO2 structure type), the coordination number in

glassy silica should slightly rise [98] and approach eight at P� 2–3 Mbar (the

stability region of a pyrite-like structure of crystalline silica). This state of the

Figure 4. Phase diagram for the transformations of glassy SiO2 according to the volumetric data

from the Ref. [90]. These data are evidence for the two transitions: between the ordinary glass and

densified rigid network state of glass with a small increase of coordination (the gray regions correspond

to the direct and reverse transitions) and between densified state of glass and six-fold coordinated phase

(nonhatched regions). The regions of direct transitions are bounded by the solid lines, and the regions of

reverse transitions are bounded by dot-and-dash lines. The arrows show the directions of the

corresponding transitions. The insets show the region of the first transition according to the structural

study of Ref. [17] (giving with the authors’ permission) and change of Si-atoms coordination during

the second transition according to the computer simulation study from Ref. [80].
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glass should be overstressed even more and should have a strong tendency to

crystallization at nanoscales.

The presence of several structural phase transformations in the glassy state

permits suggesting the respective structural changes in the melt. Thus, for

example, in liquid SiO2, the smooth transition with a change in the

intermediate-range structure at P� 3–5 GPa is manifested in the degree of

densification of glasses obtained by quenching from melt under pressure [99],

whereas the other transition is associated with a considerable rearrangement of

the atomic short-range order and accounts for the anomalies of the properties of

the SiO2 melt [100–105].

B. Other Oxide Glasses

The SiO2 glass seems to be the most well-known glass but is not the only one to

reveal the complicated behavior of its structural characteristics under compres-

sion. The GeO2 substance is analogous to SiO2. The P,T diagram of GeO2 is

similar to that of SiO2 (in fact, even more simple as it lacks many four

coordinated phases, which includes a coesite-like one). A rutile-like phase of

GeO2 (Z¼ 6) transits to a CaCl2 structure type (Z¼ 6) (P � 30 GPa), then to an

Figure 5. The pressure dependence of the structure factor for SiO2 glass at room temperature

(from Ref. [17] with the authors’ permission)
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a-PbO2-structure type (Z¼ 6) (P� 50 GPa), and finally to a pyrite-like structure

(Z¼ 8) (P � 85 GPa) [63, 106, 107]. As with a-SiO2, the P,T-treatment of the

GeO2 glass brings about residual densification of�14–16% without a significant

change of short-range order coordination [16, 108].

The coordination transformation in glassy GeO2 under compression with

an increase in Z from 4 to 6 takes place in the 5–20-GPa pressure range,

which is attested by both experimental data of the extended X-ray absorp-

tion fine structure (EXAFS) [109], volumetric [76, 110], and X-ray diffraction

[111, 112] measurements, as well as computer simulation result [113, 114].

The coordination number in a-GeO2 rises nonmonotonically with pressure: At

P � 9–10 GPa, the rate of rise of the Z value slows down [112]. According to

Guthrie et al. an intermediate fivefold coordinated state of a-GeO2, exsits;

however, it is more likely that this intermediate state includes Ge atoms of

different coordinations, of 4, 5, and 6 [113, 114]. Recent structural studies on

a-GeO2 performed simultaneously at high pressures and temperatures obtained

at isobaric heating [115] and isothermal pressure runs [116] have revealed a

complicated picture of structural changes. Similar to a-SiO2, the a-GeO2

substance in the region of moderate pressures (1–4 GPa) and high temperatures

(400–600 K) experiences the intermediate-range order changes accompanied

only by an insignificant increase in the coordination number [115, 116]. The

computer simulation study of the GeO2 glass has also revealed a transition to the

rigid network state at heating at P � 1 GPa [91] (see Fig. 3).

Thus, for a-GeO2 at high temperatures, we may conditionally consider the

existence of two overlapping structural transformations under compression. It is

obvious that at additional increases in pressure, a-GeO2 is bound to undergo,

similarly to a-SiO2, transformations accompanied by the rise in the coordination

number to eight [98]. Glassy GeO2 oxides with Z� 6 and Z� 8 are

overstressed and cannot be quenched to normal pressure conditions.

The presence of several structural phase transformations in glassy GeO2

suggests the respective structural changes in the melt, which is already partially

confirmed by both experimental study [117] and computer simulation study [118].

B2O3 represents an archetypical oxide glass alongside such glasses as SiO2

and GeO2 [119], with the important difference that at the ambient conditions,

the structural units are planar BO3 triangles as opposed to tetrahedra. As was

found long ago [120, 121], pressure-treated B2O3 glasses show residual

densification �r/r� 5–10%, which depend on the pressure-temperature

conditions of treatment. The ex situ studies of densified glasses point to the

breakup of the boroxol rings in the glass structure and to the buckling of the

‘‘ribbons’’ formed by the BO3 triangles, without any significant coordination

change of the boron and oxygen atoms [122, 123]. The in situ investigations of

B2O3 glass under pressure have been performed using Raman and Brillouin

spectroscopies [124–126] and through inelastic X-ray scattering spectroscopy
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[97]. In addition, there have been attempts to examine the B2O3 glass under

pressure by molecular dynamics computer simulation, using empirical

interatomic potentials [127, 128]. According to the data of Nicholas et al.

[125], B2O3 glass under compression experiences a transformation in the

pressure range P� 6–15 GPa; according to Ref. [97] B2O3 glass, under com-

pression, features a considerable change in the bonding type in the 6–20-GPa

pressure range. These changes were attributed to the modification of the short-

range order in glass, with the coordination of boron atoms increasing from 3 to 4

in a similar way to crystalline phases.

We have recently reported the results of the in situ diffraction experiments

and the in situ volumetric measurements, and we have complemented them with

the data from ab initio calculations [129].

The behavior of B2O3 glass under pressure is in a certain sense similar to the

behavior of other archetypical oxide glasses, a-SiO2 and GeO2. Under pressure,

B2O3 glass equally features two overlapping diffuse transformations (see

Fig. 6). The first transformation is irreversible at room temperature without the

change in the first coordination number and is accompanied by the change of
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intermediate range order; the second transformation is reversible, and it occurs

at higher pressures and is accompanied by the change in the coordination of the

B atoms from 3 to 4. In B2O3 glass, the increased coordination number of cation

atoms is not retained at room temperature after decompression either. Similar to

silica, the behavior of the glass greatly differs from that of its crystalline

counterpart: The B2O3 II phase can be retained at normal conditions and has

high temperature stability. Ab initio simulations predict one more transition to

the glassy state with sixfold coordinated B in the megabar pressure region [129].

Thus, in all discussed oxides, the structural transformations under pressure

can be described as a multiple set of transformations. First, changes occur in the

intermediate-range order with a slight increase in the coordination number and a

transition to the rigid network state; then, a coordination transformation with the

increase of the first coordination number follows. According to the computer

simulation data, additional buildup of pressure to the megabar range causes a

subsequent complementary increase in the coordination number.

It is evident that similar sets of multiple-phase transitions are bound to be

observed in the respective melts. Such structural studies on the oxide melts have

not yet been carried out, which is because of greater experiment complexity.

Nevertheless, the chalcogenide melts, which experience structural transforma-

tions at more moderate temperatures and pressures, give examples of multiple

phase transitions. Thus, the AsS [29] and CdTe [130] melts feature at least two

pressure-induced transitions accompanied by a change in the short-range order

structure and properties of the liquids.

III. WATER

A. Preparation of Amorphous Ices

Metastable amorphous solids can in general be prepared from stable phases by

bringing in excess free energy [5]. In the case of water, amorphous solids have

been prepared from stable phases in all three aggregate states: from the gas, the

liquid, and the crystalline solid [131].

1. Preparation from the Gas Phase: Amorphous Solid Water (ASW)

The formation of an amorphous solid was first reported in 1935 [132, 133]. These

authors used the route of depositing warm water vapor on a cold substrate, which

freezes in excess free energy by the rapid change in temperature. At substrate

temperatures above �160 K, the deposit was found to be crystalline ice I,

whereas below this temperature, an amorphous solid was obtained. These

deposits are referred to as ASW, which is a microporous material that can adsorb

gases [134, 135]. In fact, ASWalso condenses on interstellar dust particles and is

likely the most abundant form of solid water in the universe. Therefore, studies

on ASW bear an astrophysical relevance [134, 136]. The microporosity can be

reduced greatly by sintering the sample to no more than 120 K.
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The density of the ASW films depends highly on the experimental conditions,

e.g., on the angle of incidence of the molecular beam. For a deposition

temperature of 22 K and at a normal angle, a maximum density of 0.94 g/cm3 is

observed, whereas a density of 0.16 g/cm3 is observed close to glancing

incidence, which implies a porosity of 80% [137]. ASW anneals or relaxes

during heating in vacuo to a structural state approaching that of hyperquenched

glassy water (HGW) [138].

Using different deposition rates, even a highly compacted form of amorphous

solid water of density >1 g/cm3 could be obtained at deposition temperature

T < 30 K, which transforms gradually in the temperature range 38–68 K to the

lower density form of density 0.94 g/cm3 [139, 140]. This transition was

proposed to be at the origin of crack-formation processes in comets [141]. We

note, however, that the formation of this high-density amorph at very low

temperatures has been doubted [142, 143]. Only photolysis at 20 K induces a

transition to a high-density amorph [143].

2. Preparation from the Liquid Phase: HGW

Instead of water vapor, also the liquid can be turned into an amorphous solid by

cooling. Quenching is a standard method of glass formation for many

substances, both organic and inorganic in nature [3, 7]. In fact, it is believed

that all liquids can, in principle, be vitrified by cooling. Some liquids can be

vitrified easily even by slow cooling (‘‘good glass formers’’), whereas others

can be vitrified only with difficulties by very rapid cooling (‘‘bad glass

formers’’). Water is a particularly bad glass former, and a cooling rate of the

order of 106–107 K/s is necessary for avoiding crystallization to ice I.

Achieving such high cooling rates had required the invention of new

techniques, which are called ‘‘hyperquenching’’ or ‘‘splat cooling’’ techniques.

Mayer and Brueggeller were the first to succeed by projecting a thin jet of water

into a liquid cryomedium [144, 145]. Later, Mayer improved the technique by

spraying micrometer-sized droplets on a solid cryoplate, thus avoiding the use

of a cryomedium [146]. The droplets are sprayed into a vacuum chamber,

which results in the formation of a supersonic jet of droplets. This jet of

droplets hits a piece of copper cooled to 77 K, where the droplets are

immobilized almost instantaneously. The deposit is called HGW.

3. Preparation from the Solid Phase

3.1. High-Density Amorphous Ice (HDA). When hexagonal ice (ice Ih) is

pressurized melting can occur, e.g., at 253 K and 0.2 GPa, because one of water’s

anomalies is its negative melting volume, which results in a negatively sloped

melting curve according to the Clausius-Clapeyron equation (c.f. Fig. 7).

Extrapolating the ice Ih melting curve to lower temperatures, one would expect

melting at pressures exceeding�1.0GPa at 77 Kor� 0.6 GPa at 170 K if one could

avoid recrystallization to high-pressure polymorphs of ice. Whereas at 170 K,
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mixtures of stable ice II and metastable ice III/IX are indeed observed in experiment

(c.f. Fig. 7) [148], at 77 K recrystallization is kinetically inhibited. Instead, pressure-

induced amorphization takes place, and HDA forms after compressing hexagonal

ice [149] or cubic ice [150] beyond 1.1 GPa. It is debated whether this observation

can indeed be interpreted as ‘‘thermodynamic melting’’ immediately followed by

vitrification of the liquid to the glass (HDA). Alternatively, it was suggested that

overpressurization of the crystal results in a collapse of its lattice, i.e., ‘‘mechanical

melting’’ producing ‘‘nanocrystallites’’ (see Section III.E) [151]. The density of this

amorphous state at 77 K and 1 bar is 1.17 g/cm3 [152].

3.2. Low-Density Amorphous Ice (LDA). Upon heating HDA to T > 115 K or

very high density amorphous ice (VHDA) to T > 125 K at ambient pressure, the

structurally distinct amorphous state LDA is produced. Alternatively, LDA can

also be produced by decompressing HDA or VHDA in the narrow temperature

range of 139–140 K to ambient pressure [153–155]. The density of this

amorphous state at 77 K and 1 bar is 0.93 g/cm3 [152]. These amorphous–

amorphous transitions are discussed in Sections III.C and III.D.

As a third route to LDA, heating or decompression of the high-pressure

polymorph ice VIII can be employed, which is the proton-ordered pendant to ice

VII. Most high-pressure forms of ice quench-recovered at 77 K experience a
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Figure 7. Phase diagram of water’s stable crystal polymorphs. Metastable polymorphs such as

ice IV or ice XII do not show up. Adapted from Ref. [147].
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transition to ice Ic when heated above 145–150 K, namely the metastable

poymorphs ice IV and ice XII (which can be produced in the stability fields of

ice V and ice VI in Fig. 7) [156] and the stable polymorphs ice II, ice III, ice V,

ice VI, and ice VII [157, 158]. When ice VIII is heated at 1 bar, temperature-

induced amorphization takes place, however [159]. A sequential transformation

to first HDA and then LDA was observed when heating ice VIII at 1 bar [160].

Also, the direct route from ice VIII to LDA has been reported: Ice VIII

decompressed to 1 bar at 80 K and then heated to 125 K directly transforms to

LDA [161]. Also isothermal pathways to LDA by decompression are feasible:

By decompressing partially hydrogen ordered ice VII’ or ice VIII at 135 K, a

transformation directly to LDA is observed using in situ Raman spectroscopy in

a diamond anvil cell [162, 163].

Finally, radiation can be employed to produce LDA. Ice III or its proton-

ordered counterpart ice IX are amorphized by particle bombardment at electron

doses above 2400 electrons nm�2 [164]. Ice I amorphizes by keV ion-

bombardment at 10–80 K [165]. Similarly, after a dose of few eV per mol of UV

photons amorphization of ice I is observed [166, 167]. The conversion rates

increase as the temperature decreases [168]. Using 700 keV proton irradiation at

13 K, even oscillations between crystalline and amorphous ice can be achieved,

whereas above 27 K, the amorphous ice remains [169].

3.3. Very High Density Amorphous Ice (VHDA). By annealing HDA to

T > 160 K at pressures > 0.8 GPa, a state structurally distinct from HDA can be

produced, which is called VHDA ice [152]. The structural change of HDA to a

distinct state by pressure annealing was first noticed in 2001 [152]. Even though

VHDAwas produced in experiments prior to 2001 [170], the structural difference

and the density difference of about 10% at 77 K, and 1 bar in comparison with

HDA remained unnoticed. Powder X-ray diffraction, flotation, Raman spectro-

scopy, [152] neutron diffraction [171], and in situ densitometry [172, 173] were

employed to show that VHDA is a structural state distinct from HDA.

Alternatively, VHDA can be prepared by pressurization of LDA to P > 1.1

GPa at 125 K [173, 174] or by pressure-induced amorphization of hexagonal ice

at temperatures 130K < T < 150K [170]. The density of this amorphous state

at 77 K and 1 bar is 1.26 g/cm3 [152].

B. Structural Information

Structure factors and radial distribution functions (RDFs) were found to be

nearly identical for ASW, HGW, and LDA by X-ray and neutron diffraction

measurements [175]. A more recent isotope substitution neutron diffraction

study on three sets of samples (D2O, HDO, and H2O) allowed determining the

partial OO-, OH-, and HH-radial distribution functions [20]. As an example, the

OO-RDF for ASW, HGW, and LDA is shown together with HDA and VHDA in
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Fig. 8. All the partial RDFs for ASW, HGW, and LDA agree within the

experimental error, which suggests that ASW, HGW, and LDA all represent the

same structural state at 77 K and 1 bar. The basic short-range order structural

motif is the ‘‘Walrafen pentamer’’ (i.e., a central oxygen atom, which is

surrounded tetrahedrally by four oxygen atoms; c.f. inset Fig. 8.). However,

whereas their structures appear identical, it was suggested from inelastic

incoherent neutron scattering that the dynamics of lattice and internal vibrations

of water molecules differ significantly in HGW and LDA [176].

By contrast, HDA and VHDA differ substantially from ASW, HGW, and

LDA in terms of local structure. Most importantly, there is an increased

probability of finding water molecules at an OO-distance of 3.0–3.5 Å from the

central water molecule. In case of HDA, one molecule is found at an interstitial

Figure 8. The EPSR estimated intermolecular oxygen–oxygen pair distribution function

gOO(r). For clarity, the functions are offset by a unit. The inset shows the Walrafen pentamer, which

is the structural motif common to all known amorphous ices. Adapted from Ref. [20]. See color

insert.
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position [177], and in the case of VHDA, two molecules occupy the interstitial

positions [171]. That is, the coordination number increases from roughly 4 to 5

and 6 for LDA, HDA, and VHDA, respectively.

Information on the nearest-neighbor OO-distances was provided from

nuclear magnetic resonance (NMR) measurements at 77 K, which resulted in

2.84 Å for HDA and 2.79 Å for LDA [178]. Raman measurements on H2O

samples that contain 5 mol% D2O can be used to infer near-neighbor OO-

distances by calling on a good correlation with the frequency of the decoupled

OH stretching band. This correlation suggests OO-distances of 2.85 Å for

VHDA, 2.82 Å for HDA, and 2.77 Å for LDA [152]. Thus, increasing density is

coupled with increasing OD. . .O distance. This seemingly paradox situation has

been attributed to an increase in coordination number [179].

LDA and HDAwere interpreted to be similar to two limiting structural states of

supercooled liquid water up to pressures of 0.6 GPa and down to 208 K. In this

interpretation, the liquid structure at high pressure is nearly independent of

temperature, and it is remarkably similar to the known structure of HDA. At a low

pressure, the liquid structure approaches the structure of LDA as temperature

decreases [180–182]. The hydrogen bond network in HDA is deformed strongly

in a manner analogous to that found in water at high temperatures, whereas the

pair correlation function of LDA is closer to that of supercooled water [183]. At

ambient conditions, water was suggested to be a mixture of HDA-like and LDA-

like states in an approximate proportion 2:3 [184–186].

C. Irreversible Structural Transitions by Heating at 1 Bar

All amorphous ices transform to cubic ice when heated to T > 150 K at 1 bar,

which subsequently recrystallizes to hexagonal ice. However, the high-density

amorphous states HDA and VHDA also show an irreversible transition to LDA

when heated to temperatures slightly below crystallization. Using ultrasonic sound

propagation measurements, three distinct stages were found for the temperature-

induced HDA!LDA transformation at 110–115 K, namely shear elastic soft-

ening, bulk softening, and main volume jump [187]. Whereas the first stages

involve structural relaxation, the final stage is consistent with a ‘‘first-order like’’

transition—that is, the amorphous–amorphous transition shows a complex

nonergodic nature that involves more than one process [65]. The relaxation stages

of this combined process were studied in detail using neutron scattering [188, 189].

After heating VHDA at 1 bar to �125–130 K, LDA is produced. There is

only one exothermic peak in differential scanning calorimetry(DSC) measure-

ments related to this transition [190]. However, elastic and inelastic neutron

scattering experiments performed at narrowly spaced temperatures indicate that

an amorphous structure indiscernible from HDA (produced by pressurizing ice

Ih at 77 K) forms as an intermediate stage [191] The small angle scattering

indicates that both VHDA and LDA are homogeneous, whereas the intermediate
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HDA shows heterogeneities on a length scale of a few nanometers [192]. The

activation energy for the VHDA!LDA transition is at least 20 kJ/mol higher

than the activation energy for the HDA!LDA transition [191] (i.e., VHDA is

thermally more stable at 1 bar than HDA) [170, 190]. Similarly, deuteron spin-

lattice relaxation time T1-measurements for the VHDA!LDA transition

suggest that an HDA-like state is incurred on the way. The HDA-like state on

the way shows a much higher transition temperature to LDA than HDA

(produced by pressurizing ice Ih at 77 K), which suggests that it is in a relaxed

HDA state [193]. Mishima and Suzuki have performed Raman measurements on a

VHDA sample and have monitored the transition to LDA as a function of

temperature, time, and position on the amorphous sample [194]. In Fig. 9, it is

shown that the measured VHDA Raman peak shift and intensity as well as

the estimated sample density first continuously change toward HDA in the

temperature range 100–115 K and then discontinuously change (marked by the

arrows in Fig. 9) at � 116 K. Mishima and Suzuki [194] noticed that in the course

of the transition, a ‘‘phase’’ boundary propagates through the sample. These results

confirm a picture of a combined process that first involves structural relaxation at 1

bar followed by a ‘‘first-order like’’ transition that involves HDA-LDA

coexistence. Please note, however, that these transitions are irreversible in the

sense that going back to 77 K, the back transformation to HDA or VHDA, cannot

be achieved. Thus, equality of Gibbs free energies is not involved in this case—

rather, LDA has a much lower Gibbs free energy at 1 bar than HDA or VHDA.

D. Reversible in situ Structural Transitions

By contrast, after changing the pressure, a reversible transition is observed. The

upstroke transition from LDA to HDAwas first observed by noticing a sharp 20%

volume change at 0.55–0.65 GPa and 77 K, which causes a shift in the halo peak

of the powder X-ray diffractogram of the quench-recovered state [25]. At higher

temperatures, the sharp LDA!HDA transition shifts to lower pressures [153]

(e.g., to 0.40–0.50 GPa at 125 K) [174]. Whereas HDA can be quench recovered

at 77 K without structural change, it transforms back to LDA on the downstroke

between 130 K and 140 K [153]. Under strictly isothermal conditions, the sharp

downstroke transition is observable solely in a narrow temperature region. The

transition is observed at 139 K and � 0.03 GPa [154] and at 140 K and � 0.06

GPa [155], whereas no such transition is observed at 136 K. Instead, HDA is

recovered after decompressing to ambient pressure at 136 K. At 142 K,

crystallization of HDA to an ice IX/ice V mixture is observed rather than the

downstroke HDA!LDA transition. An observation of the HDA!LDA

transition at temperatures T < 136 K would require negative pressure (i.e., a

substantial hysteresis is involved).

When pressurizing LDA and by monitoring the structural state using in situ

neutron diffraction, double-peaked diffraction patterns and a progressing
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Figure 9. Changes in properties of VHDA ice induced by annealing at 1 bar. Up to 115 K

continuous changes toward HDA can be observed. The discontinuous changes at the transformation

at �116 K are marked by gaps/arrows. Raman spectra can all be expressed as a superposition of pure

LDA and pure HDA spectra. The specific volume in the bottom panel is estimated from visual

inspection of the sample expansion. Reproduced from Ref. [193].
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transformation to HDA were observed at �0.3 GPa and 130 K [195]. The

intermediate double-peaked patterns shown in Fig. 10, panels (b)–(e), can be

decomposed into a linear combination of the patterns of pure LDA and HDA,

which suggests coexistence of the two amorphs. A progressive transformation

from one state (LDA) to another state (HDA) is consistent with the data obtained

during pressurization and is suggested by the authors to be evidence for a ‘‘classic

first-order,’’ transition. Please note, however, that there is an inherent none-

quilibrium character to amorphous–amorphous transitions, because amorphous

states by definition structurally relax on the time-scale of the experiment. This

structural relaxation, even though it is very slow and so small that it cannot be

resolved within their experimental setup, is superimposed on the first-order

transition. Therefore, we prefer the notion of a ‘‘first-order like,’’ a ‘‘quasi first-

order,’’ or an ‘‘apparently first-order’’ transition, which was first used by Mishima

et al. [25]. We also note that the conclusion of coexistence was doubted, and the

occurrence of intermediate amorphous ices was suggested because (1) neutrons

rather than X-rays were employed, (2) pressure gradients may blur the analysis,

and (3) a peak shift parameter was necessary in the fit procedure [197].

We now turn from the single, possibly ‘‘first-order like’’ nature of the LDA–

HDA transition to the multiple amorphous–amorphous transitions in water.

When pressurizing LDA at slow rates at 125 K, a stepwise transition

LDA!HDA!VHDA is observed [173]. The piston displacement and density

data as obtained from a piston-cylinder experiment that shows the stepwise

nature are depicted in Fig. 11. The upstroke HDA!VHDA densification of 5%

takes place in the pressure range 0.80–0.95 GPa and is somewhat less sharp

when comparing with the upstroke LDA!HDA densification of 20% at 0.40–

0.50 GPa. During fast compression, the LDA!HDA transition is still sharp,

whereas the HDA!VHDA transition is smeared out over a broad pressure

range [173]. These findings support the possibility of an LDA–HDA first-order

like transition but leave the question open whether a first-order like transition

underlies the HDA!VHDA transition and/or whether the observed second step

Figure 10. Neutron diffraction patterns as LDA (top, Z ¼ 1) transforms to HDA (bottom,

Z ¼ 0) at 130 K. The measured data are shown using open circles. Parameterizations to the data are

shown using lines. Parameterizations of pure LDA at 0 GPa [panel (a)] and pure HDA at 0.5 GPa

[panel (f)] are shown in the inset. The measured data on the upstroke transition at a roughly

estimated pressure of �0.3 GPa [panels (b)–(e)] can be fitted to linear combinations of pure LDA

and pure HDA patterns, where Z indicates the fraction of LDA in the binary LDA–HDA mixture.

Peak shift parameters were employed to account for the peak shift incurred by bringing LDA from

0.0 GPa to 0.3 GPa and HDA from 0.5 GPa to 0.3 GPa. The subtraction of the fitted data from the

measured data is shown below each pattern. The asterisk in panel (f) marks a peak of a small amount

of untransformed hexagonal ice. The amount of the ice contamination remains constant during the

whole experiment because the amorphization of hexagonal ice at 130 K requires pressures much

higher than 0.5 GPa [174, 196]. Reproduced from Ref. [195].
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is caused by a slow relaxation of HDA to the metastable equilibrium state at

125 K. One way of answering this question is by accelerating the relaxation

dynamics by working at higher temperatures (i.e., by working as close as

possible to the metastable equilibrium). The highest possible temperature at

which crystallization does not interfere is 140 K in case of the downstroke

transition [154]. When decompressing VHDA at 140 K, a single density step is

observed at �0.06 GPa, which is caused by the HDA!LDA downstroke

transition [154]. No density step is related to the VHDA!HDA transition.

Whereas the structural state of VHDA does not change in the pressure range

from 1.1 GPa down to �0.4 GPa, a continuous structural transition to HDA is

observed in the range from �0.40 GPa down to �0.06 GPa. The corresponding

X-ray diffractograms are shown in Fig. 12 [panel (a)] together with an analysis

of the peak position [panel (b)] and full width at half maximum [panel (c)] for

the first broad diffraction peak. Many intermediate states exsist between HDA

and VHDA, which can be quench-recovered, whereas no intermediate states can

be quench-recovered between LDA and HDA. The HDA state quench-recovered

at 0.7 GPa in the upstroke transition at 125 K (cf. Fig. 11) resembles state
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Figure 11. (a) Three curves of ‘‘raw’’ piston displacement data obtained on compressing

300 mg of LDA at 125 K in a piston-cylinder apparatus with a bore diameter of 8 mm at a rate of 20

MPa/min, quenching to 77 K at 1.5 GPa and subsequent pressure release at 77 K (top curves)

together with the apparatus correction (straight line at bottom). (b) Density data calculated from the

‘‘raw’’ piston displacement curve and the apparatus correction with the use of Eq. (1) given in Ref.

[174]. Adapted from Ref. [174].
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number 6 in Fig. 12, which was quench-recovered on the downstroke transition

from 140 K and 0.14 GPa. The occurrence of intermediate states is evidence that

no first-order character underlies the HDA$VHDA transition, even though

both the upstroke and the downstroke transition take place in a narrow pressure

interval. We note that the HDA, which transforms to LDA in a first-order-like

manner, is a structural state distinct from the HDA, which is produced by

pressure-induced amorphization of hexagonal ice at 77 K, because the latter is

unrelaxed and far away from the metastable equilibrium state, whereas the

former is structurally relaxed and much closer to the metastable equilibrium.

Nelmes et al. [199], therefore, suggested distinguishing the two states by calling

the latter ‘‘unrelaxed HDA’’ (uHDA) and the former ‘‘expanded HDA’’ (eHDA).

Figure 12. (a) Powder X-ray diffractograms obtained by isothermal decompression of VHDA

(sample 1) at 140 K to several selected pressures, subsequent quenching to 77 K and recovery to

ambient pressure (samples 2–11). The diffractograms (Cu Ka) were recorded at �83 K on a

diffractometer in �–� geometry (Siemens, New York, NY; model D 5000), equipped with a low-

temperature camera of Anton Paar. Curves are shown on the same scale and smoothed with a

21-point Savitzky-Golay polynomial of fifth order. Data are offset and scaled for clarity. The right

panel shows (b) the peak position and (c) the full width at half maximum (FWHM) of the first broad

diffraction peak as a function of the selected decompression pressure. For part (b), the experimental

error of a single measurement is � 0.5�. In some powder diffractograms, sharp features marked by

the dashed lines can be observed. They develop from traces of Ih, which had formed by condensation

of water vapor during transfer of the sample onto the precooled sample holder [198], the X-ray

sample holder itself (chrome-plated Cu: 2� ¼ 44.5�), or remnants of indium. The samples

themselves are fully amorphous. Reproduced from Ref. [155].

multiple amorphous–amorphous transitions 53



The density of eHDA is 1.13 g/cm3, which is about 4% less than the density of

uHDA [200]. The different degree of structural relaxation should be evident

when studying the thermal stability at 1 bar. The well-relaxed state is expected

to be thermally more stable, and this expectation is confirmed experimentally:

At 1 bar, eHDA is stable up to �135 K, whereas uHDA is stable merely up to

�115 K [190, 194, 196]. Earlier, Johari [201] had noticed that HDA produced

from LDA (‘‘eHDA’’) shows ultrasonic properties that differ from HDA

produced from ice Ih (‘‘uHDA’’).

A summary in the form of a ‘‘diagram of metastable amorphous states’’ is

depicted in Fig. 13, in which the upstroke–downstroke hysteresis has been

averaged out. The vertical arrow represents the pressure annealing from

Figure 13. Schematic phase diagram of water’s metastable states. Line (1) indicates the

upstroke transition LDA!HDA!VHDA discussed in Refs. [173, 174]. Line (2) indicates the

standard preparation procedure of VHDA (annealing of uHDA to 160 K at 1.1 GPa) as discussed in

Ref. [152]. Line (3) indicates the reverse downstroke transition VHDA!HDA!LDA as discussed

in Ref. [155]. The thick gray line marked Tx represents the crystallization temperature above which

rapid crystallization is observed (adapted from Mishima [153]). The metastability fields for LDA and

HDA are delineated by a sharp line, which is the possible extension of a first-order liquid–liquid

transition ending in a hypothesized second critical point. The metastability fields for HDA and

VHDA are delineated by a broad area, which may either become broader (according to the

singularity free scenario [202, 203]) or alternatively become more narrow (in case the transition is

limited by kinetics) as the temperature is increased. The question marks indicate that the

extrapolation of the abrupt LDA$HDA and the smeared HDA$VHDA transitions at 140 K to

higher temperatures are speculative. For simplicity, we average out the hysteresis effect observed

during upstroke and downstroke transitions as previously done by Mishima [153], which results in a

HDA$VHDA transition at T¼ 140 K and P� 0.70 GPa, which is � 0.25 GPa broad and a

LDA$HDA transition at T¼ 140 K and P� 0.20 GPa, which is at most 0.01 GPa broad (i.e.,

discontinuous) within the experimental resolution.
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unrelaxed HDA (produced at 77 K from ice Ih) at 1.1 GPa to 160 K to VHDA.

VHDA represents the ultimately densified amorphous state of water, which

crystallizes rather than densifies when compressed beyond 2 GPa [204]. The

left-facing arrow shows the downstroke transition at 140 K. VHDA gradually

transforms to HDA in a finite pressure interval. To distinguish this relaxed form

of HDA from uHDA, the term ‘‘expanded HDA’’ is preferable. eHDA represents

the ultimately expanded state of HDA, which transforms to LDA possibly in a

first-order like transition and which may coexist with LDA. Such a coexistence

has been inferred for the upstroke transition [195]. Continued compression of

HDA along the right-facing arrow results in a second transition to VHDA,

which is continuous but confined to a finite pressure interval. Both eHDA and

VHDA are well relaxed and at least close to being metastable equilibrium states.

uHDA, however, is an instable state and inevitably relaxes structurally during

heating. As a working hypothesis, one can assume that eHDA is the closest

possible amorphous state directly related to a deeply supercooled high-density

liquid on the low pressure side (e.g., at 0.2 GPa) and that VHDA is the closest

possible proxy of a deeply supercooled very high-density liquid on the high-

pressure side (e.g., at 1.5 GPa). In addition, there is a possible low-density liquid

related to LDA, and hence, there may be three deeply supercooled liquids. A

direct experimental proof for such a correspondence between amorphous states

and deeply supercooled liquids is missing currently. What needs to be done here

is to measure the in situ relaxation times directly and to determine whether a

glass!liquid transition occurs during isobaric heating. The first results

obtained by dielectric relaxation spectroscopy of VHDA at 1 GPa suggest

that VHDA indeed shows liquid-like relaxation behavior at 140 K [205, 206].

The question of whether the amorphous states of water behave like glasses (i.e.,

vitrified liquids), which turn into liquids during heating, or whether they behave

like crystals, which do not liquify during heating, is highly disputed as outlined

in the following section.

E. Are the Amorphous Solids Glasses or Nanocrystallites?

The question of whether there is a true glassy nature of amorphous ices is of

interest when speculating about possible liquid–liquid transitions in (deeply)

supercooled water. For true glasses, the amorphous–amorphous transitions

described here can be viewed as the low-temperature extension of liquid–liquid

transitions among LDL, HDL, and possibly VHDL. That is, the first-order like

LDA$HDA transition may map into a first-order LDL$HDL transition, and

the continuous HDA$VHDA transition may map into a smeared HDL$VHDL

transition. Many possible scenarios are used how to explain water’s anomalies

[40], which share the feature of a liquid–liquid transition [202, 207–212]. They

differ, however, in the details of the nature of the liquid–liquid transition: Is it

continuous or discontinuous? Does it end in a liquid–liquid critical point or at the

reentrant gas–liquid spinodal?
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Except for HGW, which is commonly accepted to be a true glass, there is a

lot of debate and scientific discourse regarding a possible nanocrystalline nature

of amorphous ices. Evidence is abundant in the literature both for a ‘‘pro-glass’’

and a ‘‘contra-glass’’ view.

In the case of LDA, it has been suggested that it behaves in many respects

similar to ice I. Comparison of vibrational spectra and oxygen K-edge X-ray

absorption spectra of LDAwith ice [151, 213, 214] and an analysis of Gibbs free

energies (which indicates that LDA would need to transform to ice Ih by

pressurizing to 0.7 GPa at 77 K rather than HDA if LDA were indeed a glass)

suggest that LDA is not a truly amorphous material [215]. The absence of fast

precursor dynamics in LDA during heating from 2 K to 170 K in elastic high-Q

backscattering neutron diffraction was interpreted as evidence against the glassy

nature of LDA, because fast precursor dynamics would be expected from

predictions by mode coupling theory near the glass transition [216]. Inelastic

X-ray scattering in the 1–15 nm�1 momentum transfer (Q) range shows sharp,

crystal-like phonons [217]. Also, crystal-like features in the thermal con-

ductivity of LDA indicate that phonon–phonon scattering is dominant [218].

LDA, like cubic ice and hexagonal ice, shows a negative Bridgman parameter,

which characterizes the density dependence of the thermal conductivity.

However, the 1H-spin lattice relaxation time of LDA (and also HDA) at 77 K is

very different from the 1H-spin lattice relaxation time of crystalline ices [178].

Also, a thermally reversible glass! liquid transition was measured in LDA at a

temperature of 134 K, which is accompanied by a change in heat capacity

�cp� 0.7 J/Kmol [219]. (Please note that Tg for LDAwas initially erroneously

reported to be 129 K [220–222]). The DSC curves for LDA are remarkably

similar to the DSC curves of annealed ASW [138] and HGW [223–226], which

both show a Tg of 136 K at a heating rate of 30 K/min. The activation energy of

structural relaxation near Tg was determined to be �55 kJ/mol [224]. So,

judging from DSC experiments, HGW, ASW, and LDA are very similar not only

in terms of static structure as outlined in Section III.B, but also in terms of their

glass! liquid transition [138, 219]. Ultrafast scanning of pure ASW samples at

a heating rate of up to 105 K/s seems to be in contradiction, because no sign of a

glass!liquid transition up to�205 K was reported, where it crystallizes to ice Ic

[227]. However, Johari [228] suggested that this conclusion was made

prematurely, and a reanalysis of the data is necessary. To resolve the question

of whether a difference exists between LDA, which may be nanocrystalline or a

glass, and HGW, which is definitely a glass, it would be highly instructive to study

vibrational spectra and thermal conductivity in HGW samples and compare the

results directly with the LDA case.

In the case of ASW, the self-diffusivity shows contradicting experimental

evidence. At temperatures up to 125 K, the mobility of protons injected into

annealed D2O-ASW at 80 K was shown to be consistent with orientational
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diffusion based on L-defect activity rather than molecular diffusion. This

finding suggests that fluidity does not develop when heating to above the

glass!liquid transition at 136 K and that the isotopic exchange behavior in

annealed D2O-ASW resembles the behavior in cubic ice [229]. However, the

self-diffusivity as measured by hydrogen/deuterium (H/D) isotope exchange in

the 150–160 K range is roughly a millionfold greater than that expected for

crystalline ice and is in accordance with a fluid-like translational diffusive

motion. This is consistent with an amorphous solid that melts into a deeply

supercooled liquid prior to crystallization [230, 231]. Self-diffusivity measure-

ments performed by thermal desorption spectroscopy in layered films of ASW

and organic spacers indicate that interlayer mixing in the 150–160 K range does

not occur by diffusion through a dense phase but through an interconnected

network of cracks/fractures created within the ASW film during crystallization.

This implies that the self-diffusivity of ASW below crystallization is inconsistent

with a ‘‘fragile’’ liquid and leaves the two options of (1) Tg > 160 K or (2) the

liquid above Tg� 136 K is a ‘‘strong’’ liquid [232, 233]. The picture of ASW

transforming into a ‘‘strong’’ liquid above Tg � 136 K is supported by electron

diffraction studies of the crystallization behavior of ASW. These studies show an

onset of the amorphous relaxation (coincident with the glass transition) prior to

crystallization. Above the glass transition temperature, the crystallization kinetics,

film morphology changes, changes in binding energy of water molecules, and

band shape changes are consistent with the amorphous solid becoming a ‘‘strong’’

ultraviscous liquid [234, 235]. The concept of a dynamic crossover from ‘‘fragile’’

(at T > 230 K) to ‘‘strong’’ (at T< 150 K) was also invoked for the case of HGW.

Although it was suggested initially that theweak glass! liquid transition in HGW

at �136 K [222] would merely be a shadow of a pronounced but hidden

glass! liquid transition at �160–165 K [236, 237], the consensus is now that the

weak endothermic step observed at �136 K is a real glass! liquid transition to a

deeply supercooled ‘‘strong’’ liquid [212, 225, 226, 238].

In the case of HDA, it has been proposed that HDA may be a mixture of highly

strained nanocrystalline high-pressure phases of ice instead of being a homo-

geneously random structure [239]. Also for VHDA, it was suggested [240] that its

structure factor is highly reminiscent of the structure factor obtained for a

mechanically collapsed and densified ice [241]. From inelastic neutron scattering,

it was inferred that HDA shows vibrational spectra similar to ice VI [242], (i.e.,

short-range atomic correlations and force constants are similar in HDA and ice VI,

whereas the degree of disorder on a long-range scale differs). Inelastic neutron

scattering (INS) shows that the first phonon peak in the 0.5–20meV range is softer

for LDA compared with HDA [243]. However, INS in the energy transfer region

2–500 meV (i.e., 16–4025 cm�1) shows HDA to behave glass-like in the

translational and librational regions (<150 meV) [214]. Other INS studies

illustrate clearly an excess number of modes in the HDA density of states at 5 K
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centered at 0.65 THz, which is not found in LDA, ice Ic, or ice Ih [244]. The

thermal conductivity of HDA ice under pressure, by contrast to LDA, follows the

behavior expected for a glass and a positive Bridgman parameter [218]. Similarly,

the Gruneisen parameter that characterizes low-frequency phonons is negative for

LDA (i.e., crystal like), but is positive for HDA (i.e., glass like) [245]. Also, the

two-level system density of states in HDA is comparable with that found in many

conventional glasses (by contrast to LDA) [246].

The phonon dispersion of hexagonal ice measured by inelastic neutron

scattering up to 0.5 GPa at 140 K reveals a pronounced softening (e.g., for a

transverse acoustic phonon branch), which is suggested to be at the origin of

anomalous features of hexagonal ice, such as its negative thermal expansion

coefficient below 60 K and solid-state amorphization [247]. Extrapolation of the

data to 2.5 GPa, where some mode frequencies approach zero, suggests that

pressure-induced amorphization of hexagonal ice is caused by mechanical

melting rather than by thermodynamic melting. An ultrasonic study suggests

that the ice Ih!HDA transition is, very much alike the LDA!HDA transition,

preceded by elastic softening. This finding can be interpreted in favor of the

crystal lattice instability paradigm [187, 248]. Whereas at low temperatures

(<162K), the Born stability criterion of lattices is violated (‘‘mechanical

melting’’), at higher temperatures (>162 K) a Lindemann transition is observed

(‘‘thermodynamic melting’’) [151, 249]. It has been noted that the mechanism

of solid-state amorphization is not only temperature dependent but also time-

and pressure-dependent, and it cannot be described in terms of Born/Lindemann

criteria as long as crystal-size effects (stresses at grain boundaries, etc.) and

production of lattice faults during uniaxial pressurization are incorporated

properly [239, 250].

The best evidence so far for the glassy nature of HDA was provided (1) by

measurements of the dielectric relaxation time under pressure at 140 K

[206, 251], (2) by the direct vitrification of a pressurized liquid water emulsion

to HDA [252], and (3) by a high-pressure study of the glass!liquid transition

using differential thermal analysis (DTA) [253]. We note here that these studies

probe structurally relaxed HDA (eHDA) rather than unrelaxed HDA. It is

possible that structurally relaxed HDA behaves glass like, whereas structurally

uHDA shows a distinct behavior. Thus, more studies are needed in the future,

which directly compare structurally relaxed and unrelaxed HDA.

IV. SEMICONDUCTORS

A. General Comments

The tetrahedral open network is a specific characteristic not only of water and

silica but also of covalent systems such as Si and Ge (group IV semiconductors)

[254, 255]. These substances share many characteristics with water, such as
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locally tetrahedral coordination at ambient pressure, negative melting slope in

the P-T phase diagram, denser liquid than its crystalline form, and so on. All of

these characteristics come from the tetrahedral network structure, which in fact

plays a key role in water’s polyamorphism. Because the tetrahedral network in Si

and Ge is preserved in amorphous forms as well as in crystalline forms at

ambient pressure, one naturally expects that Si and Ge exhibit polyamorphic

transformations similar to those in water (ice).

Unlike that in water, the tetrahedral network in Si and Ge mainly consists of

covalent interatomic bonding, which makes the network more rigid than

hydrogen bonding, leading to relatively high melting temperatures (e.g., 1687 K

for c-Si). Although crystalline and amorphous states at ambient pressure hold

the rigid network that exhibits a semiconducting nature, liquid and solid states

under high pressure contain a highly distorted or collapsed tetrahedral network,

which results in a metallic nature. The semiconductor–metal transition would

thus be likely to accompany polyamorphic transformations in Si and Ge, in

contrast to those in water. Because of such a substantial change in the electronic

state (interatomic bonding), a two-state model [256–259] has often been

invoked to describe polyamorphic transformations in Si and Ge. This model was

originally developed by Rapoport [256] to account for the anomalous (negative)

slope of the melting curve in tetrahedrally coordinated liquids.

B. Amorphous Si

Convincing evidence for multiple amorphous phases in Si has been provided

only recently. The first indication of pressure-induced amorphous–amorphous

transition in Si was reported by Shimomura and colleagues [260, 261]. The

electronic resistance of an amorphous Si (a-Si) film of about 1 mm thickness was

measured in a compression–decompression cycle [260]. The electronic

resistance showed a substantial drop at about 10 GPa in the compression

process, which indicates a transition to a metallic state. In the decompression

process, in contrast, the electronic resistance showed a large hysteresis and

returned to the original semiconducting value only gradually. X-ray diffraction

patterns were measured at 0 GPa for both the initial and final samples in the

compression–decompression cycle, and amorphous patterns were obtained for

both samples [260]. However, the X-ray diffraction patterns were not obtained

for the metallic sample under pressure, so it remains uncertain whether densified

metallic Si retained an amorphous form at �10 GPa. In fact, other experiments

have shown that a-Si is transformed to b-tin crystal (a high-pressure polymorph

[255]) above 10 GPa [262], which may have been realized in the experiment of

Shimomura et al. [260].

Instead of pressurizing a-Si, Deb et al. [263] obtained a densified a-Si via

pressurizing porous Si. They prepared films of porous Si having crystallite of

�5 nm (on average). In situ measurements of X-ray diffraction patterns and
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Raman spectra for the sample were conducted in a compression–decompression

cycle. In this experiment, the crystalline diffraction began to disappear above

7–8 GPa during compression, and pressure-induced amorphization was

indicated by the Raman spectra above �13 GPa (Fig. 14). The resultant HDA

Si exhibits the Raman spectrum that differs from the spectrum of normal a-Si

(LDA Si). Rather, the characteristics of the spectrum for HDA Si resemble those

of the b-tin crystal, which indicates that HDA Si has a (locally) analogous

structure to the b-tin structure. The synthesis of the HDA form of Si by Deb

et al. [263] has a strong resemblance to that of water (ice) by Mishima et al.

[149, 196]. Whereas compression induced amorphization that was almost

completed at 13–15 GPa, decompression induced an HDA–LDA transition

below 10 GPa, which is clearly shown in the Raman spectra (Fig. 14). This is

the first direct observation of an amorphous–amorphous transition in Si. The

spectrum at 0 GPa after the pressure release exhibits the characteristic bands of

tetrahedrally coordinated a-Si (LDA Si). Based on their experimental findings

Deb et al. [263] discussed the possible existence of liquid–liquid transition

in Si by invoking a bond-excitation model [258, 259]. They have predicted a

first-order transition between high-density liquid (HDL) and low-density liquid

Figure 14. Raman spectra of porous Si in a compression–decompression cycle [263]. In the

compression process, the characteristic spectrum of nanocrystalline Si disappears above �13 GPa

and a broad amorphous feature emerges. In the decompression process, the characteristic spectrum

of the LDA form grows below �9 GPa, which indicates an HDA-to-LDA transition.
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(LDL) below 1600 K at 1 atm and a second critical point at a negative pressure

[263].

The transition from LDA to HDA Si was observed in the successive

experiment by McMillan et al. [264]. In situ Raman spectra and electronic

resistance measurements were performed with optical observation. After

compression, the LDA form prepared by solid-state metathesis synthesis [10]

was found to be transformed to the HDA form at �14 GPa. The electronic

resistance exhibited a sharp decrease at 10–14 GPa (Fig. 15), which is consistent

with the early experimental findings by Shimomura et al. [260]. Optical

micrographs show that HDA Si is highly reflective, whereas LDA Si is dark

colored and nonreflective. This finding again supports that the LDA–HDA

transition of Si is accompanied by a semiconductor–metal transition. Reverse

transitions with large hysteresis were also observed; LDA Si began to form from

HDA Si at 4–6 GPa after decompression from �20 GPa.

It should be noted that no direct structural information about HDA Si was

obtained in the experiments by Deb et al. [263] and McMillan et al. [264]. Their

experimental data imply that HDA Si is structurally based on the b-tin structure,
but the data are not sufficient to experimentally determine the structure of

HDA Si.

Computer simulation studies have taken the lead in disclosing structural

properties of HDA Si. In particular, ab initio calculations are playing a

significant role in predicting the structural properties of HDA Si [265, 266].

Ab initio molecular-dynamics (MD) simulations based on plane-wave density

functional theory (DFT) were performed by Morishita [265] to investigate the
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Figure 15. Electrical resistance measurements of a-Si in a compression–decompression cycle

[264].
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LDA–HDA transition of Si at an atomistic level. LDA Si was pressurized in a

stepwise manner, whereas the temperature was maintained at 300 K. At 12 GPa,

the LDA form was transformed to the HDA form with large volume reduction

(�10%). The pair correlation functions g(r) for the LDA form and the HDA

form thus obtained are given in Fig. 16. The first peak of g(r) is considerably

broadened and becomes less intense after the transition to HDA. The second

peak shifts to smaller r, and the separation between the first and second peaks is

not as clear in HDA as in LDA. The coordination number Nc obtained by

integrating 4pr2r*g(r) up to the first minimum is 4.0 for LDA, whereas it is 5.1

for HDA (where r* is the number density). Detailed structural analyses indicate

that the first four neighboring atoms in HDA still form a (distorted) tetrahedral

configuration, but the fifth neighboring atom is located at an open space of the

tetrahedron (Fig. 16). It is thus considered that the HDA structure is constructed

by forcing the fifth neighboring atom, which is outside of the first coordination

shell of the LDA structure, into an interstitial position. This mechanism

Figure 16. Structural profiles of LDA and HDA Si obtained from the plane-wave DFT

calculations [265]. (a) Pair correlation functions g(r) for HDA (at 12 GPa, solid lines) and LDA (at

0 GPa, dashed lines). (b) Structure factors S(Q) for HDA (at 12 GPa, solid lines) and LDA (at 0 GPa,

dashed lines). (c, d) Atomic configurations for (c) LDA and (d) HDA. Atoms separated by 2.55 Å or

less are linked by thick lines (covalent-like bonds), whereas those separated by 2.857 Å or less are

linked by thin lines.
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resembles the formation mechanism of the HDA ice structure [177], which

indicates an inherent nature of tetrahedrally coordinated materials under

pressure.

The electronic densities of states (EDOS) calculated for LDA and HDA Si

(Fig. 17) confirm that HDA is metallic, as suggested by the experimental results

[264]. There is no gap at the Fermi energy in EDOS for HDA, as Fig. 17 shows

clearly. The calculated vibrational densities of states (VDOS) are also

consistent with the previous experimental results [263, 264]. The LA and

LO bands (�300 and �420 cm�1, respectively) in LDA are broadened, and the

TO band (�500 cm�1) shifts to a lower frequency after the transition to HDA.

This results in broad intensity in the range 200–450 cm�1 in VDOS for HDA

(Fig. 17). The overall profile is consistent with previous experimental findings

[263, 264].
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Figure 17. (a) EDOS for HDA (solid lines) and LDA (dashed lines). The Fermi energy is set to

0 eV. (b) VDOS for HDA (solid lines) and LDA (dashed lines). Both EDOS and VDOS were

obtained from the plane-wave DFT calculations.
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HDA Si obtained in Morishita’s simulation shares traits with the b-tin form in

the short-range atomic configuration. Both forms contain distorted tetrahedral

configurations with Nc of 5–6. However, ab initio calculations by Durandurdu and

Drabold [266] demonstrated that other types of high-density amorphous Si could

be formed by densification. On the basis of DFT calculation with a local-orbital

basis set, they simulated a dynamical relaxation process from 800 K to 0 K for the

LDA form at various pressures in the range of 0–17 GPa. The LDA form was

preserved up to�16 GPa, but it relaxed to a completely different amorphous form

at a slightly higher pressure (16.25 GPa). The density of the resultant amorphous

form is over 20% higher than that of the LDA form, and it is still higher than that

of the HDA form obtained in Morishita’s calculation [265]. We thus call this

amorphous form VHDA Si to echo the terminology used to describe VHDA ice

[152, 171, 265]. The characteristics of g(r) for the VHDA form (Fig. 18) are

similar to those of the HDA form. However, the Nc of VHDA is 8–9, which is

much higher than that of HDA. The atomic configurations in VHDA, in fact, seem

to contain fragments of the simple-hexagonal (sh) structure whose Nc is 8. Note

that the sh structure is experimentally obtained by pressurizing the b-tin structure
of Si above �16 GPa. [255]. VHDA Si is also found to be metallic and to have a

relatively structureless profile of VDOS (Fig. 18).

These theoretical studies suggest the possibility of multiple amorphous–

amorphous transitions in Si like those observed in water, although this has

not yet been confirmed experimentally (Fig. 19). The notable point is that the

pressure-induced sequence of amorphous Si (LDA, HDA, and VHDA) resem-

bles that of crystalline Si (the diamond, b-tin, and sh structures [255]). This

similarity suggests that amorphous structures are formed based on the

corresponding crystalline structures according to the external pressure. We

would like to point out, however, that many metastable crystalline structures are

observed in Si [255]. This means that the free energy landscape is immensely

complicated, and many local minima, each corresponding to an amorphous or

crystalline form, are located in the landscape. It is therefore likely that many

variants of the HDA or VHDA forms can be observed experimentally,

depending on the sample preparation as well as on the external conditions

(temperature and pressure).

Very recently, the structure of HDA-Si was experimentally disclosed by

means of X-ray diffraction measurements [267, 268]. Daisenberger et al.

[267] have attempted to obtain the structure factor S(Q) for the HDA form under

pressure. Figure 20 shows the experimentally obtained S(Q) for LDA (3–13.5

GPa) and HDA (16.5 GPa). As the pressure is increased from 13.5 to 16.5 GPa,

the first peak becomes more intense than the second peak and shifts to larger Q.

The shift of the first peak indicates a large densification, and the overall features

are in good agreement with the ab initio MD results [265] (Fig.16). Un-

fortunately, however, g(r) calculated from the S(Q) by Fourier transformation
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has insufficient accuracy to compare it with the theoretical g(r) because of the

finite Q range. Partial recrystallization to the b-tin phase during the

measurements also made it difficult to refine the raw S(Q) data. These problems

prevent us from obtaining real-space structural information such as g(r) and Nc.

To gain deeper insights into the HDA structure, Daisenberger et al. also

performed classic MD simulations of the LDA–HDA transition [267, 268] using

the Stillinger–Weber (SW) potential [269]. Their MD results are consistent with

their experiment and the previous ab initio MD result [265], and concluded that

fivefold-coordinated Si atoms are a major component of the HDA structure.

Figure 18. (a) Pair correlation functions g(r) for a-Si at various pressures. (b) VDOS for c- and

a-Si at various pressures. Both g(r) and VDOS were obtained from the DFT calculations with a local-

orbital basis set [266].
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Figure 19. Schematic phase relations of Si. Solid lines are the boundaries between liquid and

crystalline or crystalline and crystalline phases. Dashed lines denote possible boundaries between

amorphous and amorphous or liquid and liquid (metastable) phases. The filled circle denotes the

hypothesized second critical point. Note that the scale of pressure and temperature is uncertain.

Figure 20: Structure factor S(Q) for a-Si obtained from X-ray diffraction experiments [267].

The sample was first compressed up to �17 GPa and was then decompressed. The LDA–HDA

transition took place between 13.5 and 16.5 GPa in the compression process.



Experimental difficulties often lie in obtaining structural data of metastable

(amorphous) forms under pressure. Simulation results that complement

experimental results are therefore of significant help to interpret experimental

data, as demonstrated by Daisenberger et al.

C. Amorphous Ge

In contrast to what is known about a-Si, much less is understood about

polyamorphism in Ge. The authors of most early experiments reported no direct

evidence of LDA–HDA transition in Ge [260–262, 270, 271]. Shimomura et al.

[260] observed a stepwise drop of the electronic resistance (at 6 and 10 GPa)

after compression of an a-Ge film. This decrease, however, may have resulted

from (partial) recrystallization to a metallic high-pressure polymorph under

pressure. Tanaka [270] measured X-ray diffraction patterns and optical

absorption spectra of a-Ge at pressures up to 10 GPa. In this experiment, the

sample was indeed partly transformed to the b-tin crystalline phase (�25% in

volume) at 6 GPa. Imai et al. [262] also observed an amorphous to b-tin crystal

transition. Freund et al. [271], in contrast, have observed no sign of crystal-

lization or transition to an HDA form after compression up to �9 GPa.

Although LDA–HDA transitions were not observed directly in these

experiments, recent experimental [272] and theoretical studies [273] have

demonstrated that Ge actually exhibits amorphous–amorphous transition. Using

X-ray absorption spectroscopy (XAS), Principi et al. [272] have detected an

abrupt change in the local structure and electronic states at �8 GPa in a

compression–decompression cycle of a-Ge. The first-neighbor average distance

gradually shrank during compression, but it abruptly expanded at �8 GPa. This

structural transition is, in contrast to a-Si, irreversible: The modified XAS

spectra above 8 GPa was preserved after decompression to 0 GPa (Fig. 21). The

obtained new amorphous form shows signatures of a metallic character, and its

Nc is roughly estimated to be �4.5 (increase by �12%).

Ab initio calculations by Durandurdu and Drabold [273] also support the

existence of amorphous–amorphous transition in Ge. They found that LDA Ge

was abruptly transformed to an HDA form at 12.75 GPa by using the same

computational protocol as that used in their LDA–VHDA transition study of Si

[266]. The density of the resultant HDA form is about 20% higher than that of

LDA Ge, and its Nc is calculated as �8. This HDA form therefore strongly

resembles the VHDA form of Si, rather than the HDA form of Si. This

simulation in passing shows that the transition is irreversible, which is

consistent with the experiment by Principi et al. [272].

A tight-binding (TB) MD study to examine the pressure effect on structural

and dynamical properties of a-Ge has also been reported [274]. The calculations

were performed based on the order-N nonorthogonal TB framework using the

Fermi operator expansion method [275]. The TB MD calculations were run with
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linear 1% increases in density from 4.79 (LDA Ge) to 7.69 g/cm3. Only a

gradual structural change was observed with increasing density, but the first-

peak position of g(r) showed anomalous density dependence: It shifted to

smaller r as the density was increased up to 6.0 g/cm3 but then began to shift to

larger r with the density up to 7.0 g/cm3. Although no abrupt structural change

was observed, an HDA form structurally based on the b-tin structure was found

to be formed at the density above �6.5 g/cm3. The b-tin structure of Ge is

experimentally stable in a very wide pressure range (10–75 GPa) [255]. Thus,

the formation of such a ‘‘b-tin-like’’ HDA form is highly plausible. It is worth

noting that, in a recent experiment, vitrification of l-Ge under pressure has been

attempted, where the ‘‘b-tin-like’’ HDA Ge is expected to form [276].

Unfortunately, the experimental and theoretical studies described above do not

provide a consistent picture of polyamorphic transformations of Ge. The ab initio

calculations [273] have predicted a highly densified a-Ge with Nc of �8, which

may be categorized as VHDA (a third amorphous form). However, considering

the stability of the b-tin structure in a wide pressure range, a ‘‘b-tin-like’’ HDA
form is more likely to be formed in Ge, as suggested in Refs. [272, 274, and 276].

Additional experimental evidence is eminently desirable.

D. Liquid Si and Ge (l-Si and l-Ge)

The discovery of multiple amorphous phases has put the spotlight on underlying

liquid–liquid (L–L) transitions. Here, attempts thus far to discover possible L–L

transitions of Si and Ge will be briefly reviewed. By analogy with L–L transition

Figure 21. X-ray absorption spectroscopy data of a-Ge in a compression–decompression

cycle [272]. See color insert.
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in water, supercooling l-Si or Ge is a promising route to induce possible L–L

(HDL–LDL) transitions (see Fig. 19).

Many experiments have been conducted to measure S(Q) and density, as well

as other thermodynamic properties, such as heat capacity, of supercooled l-Si

using the containerless levitation technique [277–286]. Almost the same profile

of S(Q) is obtained in all these experiments around the melting temperature

(1687 K). However, different tendencies of structural changes during super-

cooling have been reported among these experiments. For instance, some

experiments show that Nc decreases during cooling [277, 279], whereas others

show that Nc increases or is retained at a constant down to �1400 K (Fig. 22)

[278, 280, 281]. This inconsistency in structural information may partially come

from the enormous difficulty in measuring supercooled l-Si in situ, which results

in the strong dependence on each experimental measurement. Interestingly,

based on their experimental finding that Nc is constant during supercooling, Kim

et al. [280] have concluded that Si exhibits no L–L transition.

A recent ab initio MD study [287] has revealed an anomalous structural change

of l-Si after cooling and has resolved the controversial experimental findings

described above. This ab initio (plane wave DFT) study has shown that Nc is

indeed constant after supercooling down to�1400 K, as found experimentally by

Kim et al. [280] and Higuchi et al. [281]. However, the calculations have also

shown that Nc begins to decrease below �1200 K, the temperature at which the

density maximum occurs [287] (Fig. 22). The tetrahedral network structure is

found to grow rapidly during cooling below �1200 K, which has called Kim’s

conclusion (no L–L transition) into question (note that no experimental

measurement is currently accessible below �1350 K).
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Figure 22. Temperature dependence of Nc in l-Si during supercooling. All data are

experimentally obtained [277–280], except those indicated by the filled circles, which are the ab

initio MD results [287].
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Clear evidence of L–L transitions has been found only in l-Si modeled by the

SW potential [269]. Sastry and Angell [288] performed MD simulations of

supercooled l-Si using the SW potential. After cooling at ambient pressure, the

liquid (HDL) was transformed to LDL at �1060 K. The Nc in LDL is almost 4,

and the diffusivity is low compared with that in HDL. The structural properties

of LDL, such as g(r) and Nc, are very close to those of LDA, which indicates

that this HDL–LDL transition is a manifestation of the multiple amorphous

forms (LDA and HDA) of Si. McMillan et al. [264] and Morishita [289] have

also found structural fluctuations between LDL-like and HDL-like forms in

their MD calculations for l-Si at 1100 K. Morishita has demonstrated that such a

structural fluctuation induces spatial and temporal dynamical heterogeneity, and

this heterogeneity accounts for the non-Debye relaxation process that becomes

noticeable in the supercooled state [289].

However, we point out that the nature of the L–L transition in SW MD

calculations strongly depends on the external conditions and details of the

parameters used in the SW potential [290]. For instance, a slight change of the

external pressure simply results in a gradual structural change during

supercooling [290]. In fact, the SW model gives much lower density than the

experimental density for l-Si at ambient pressure [289]. An external pressure of

5–6 GPa is necessary to obtain the experimental density in the SW model, but

the L–L transition can never be observed under this pressure, and the liquid

simply vitrifies to an HDA-like solid [287, 289, 291]. Additional improvements

in both experiments and theoretical calculations are thus necessary to clarify

whether l-Si actually exhibits L–L transitions.

The situation is the same in l-Ge. Although X-ray absorption measurements

[292] and TB MD calculations [293] have been carried out for supercooled

l-Ge, L–L transitions have not yet been firmly confirmed.

Pressurization is another possible way to observe L–L transitions or related

phenomena (Fig. 19), but many difficulties lie in measuring l-Si and l-Ge in situ

under high pressure. Therefore, only a few experimental studies have been

reported to date [294–296]. Tsuji and colleagues measured l-Si and l-Ge in

relatively wide pressure ranges: 4-23 GPa for l-Si [294] and 1- 25 GPa for l-Ge

[295, 296]. Although no discontinuous structural change was observed in either

liquid, anomalous pressure dependence of the nearest neighbor distance was

revealed in l-Si, which expanded about 1.6% between 8 and 14 GPa despite the

pressurization. This finding may reflect an underlying drastic structural change

at lower temperatures (likely below the melting lines; see Fig. 19). It was also

found that anisotropy of the local structure in l-Ge, which is estimated by the

ratio of the second peak position to the first peak position of S(Q), persists up to

25 GPa.

Simulation studies [297, 298] have supported the experimental results of

Tsuji et al. [295]. In addition to structural information, ab initio MD
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calculations have predicted dynamical properties of l-Si under pressure, such as

the intermediate scattering function F(q; t) [297] and self-diffusion coefficients

D [298]. What should be stressed here is that deeply supercooled l-Si

exhibits anomalous pressure dependence of the diffusivity [298]. At 1100 K, D

increases as the pressure increases up to �10 GPa, but it begins to decrease

above �10 GPa. This diffusive anomaly has already been observed in water

[299, 300] and silicate melts [301–303], and it is attributed to the collapse of the

open tetrahedral network by densification. The fact that the diffusive anomaly

is also exhibited in l-Si strongly suggests that tetrahedrally coordinated liquids

(e.g., water, silicate melts, and l-Si) share common characteristics that would

play a fundamental role in polyamorphism in these substances.

V. DISCUSSION AND CONCLUSIONS

Overall, recent experimental and theoretical studies have supported the existence

of multiple amorphous phases in oxide glasses, water, and semiconductors.

Although many parallels exist regarding the amorphous–amorphous transitions,

there are also substantial differences. Parallels include the change of coordina-

tion number and intermediate range order during compression while retaining an

amorphous character. The most prominent difference is the sharp transition with

a possible first-order nature from LDA-water to HDA-water, which has not been

observed in any other substance. Of course, also temperature and pressure ranges

where the transitions are observed differ substantially because of the different

interactions involved (e.g., hydrogen-bond interaction versus van der Waals

interaction). However, the continuous HDA–VHDA transition in water

resembles the broader transitions also observed in silica, even though the nature

of intermolecular forces is different.

In the case of oxides, one can conclude that transformations in the glasses in

many respects are similar to the transitions that occur in their crystalline

counterparts. The most prominent phenomenon in the oxide glasses under

compression is coordination increase: 4-to-6 in the case of a-SiO2 and a-GeO2,

and 3-to-4 in the case of a-B2O3. Computer simulations predict an additional

increase of coordination number at pressures exceeding 100 GPa—up to 8 for

a-SiO2 and a-GeO2, and up to 6 for a-B2O3, with the analogy of corresponding

crystalline substances. These transformations still have to be discovered

experimentally in the future. However, several aspects of the phase transition

delineate the behavior of oxide glasses from the behavior in the crystals.

The coordination transformation occurs in broad pressure intervals and inter-

mediate coordination—five-fold, which does not exist in the crystalline high-

pressure modifications, is very important in the case of a-SiO2 and a-GeO2.

Second, in all glasses at lower pressures there are transformations, which modify

the intermediate-range order (ring-statistics etc.). These transformations are
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strongly promoted by heating under pressure, and they have no direct analogs in

the corresponding crystals.

In the case of water, the three amorphous states LDA, HDA, and VHDA can

be distinguished by the number zero, one, or two interstitial water molecules near

the faces of the tetrahedron called the ‘‘Walrafen pentamer.’’ The tetrahedron

itself is not much distorted except for a slight increase of OO-distance caused

by the repulsion of interstitial water molecules. Recent studies have suggested

that a clear distinction between structurally unrelaxed HDA (uHDA) and struc-

turally relaxed HDA (eHDA or VHDA) has to be made in the future. Although

currently it is not entirely clear whether the amorphous ices are glasses struc-

turally related to deeply supercooled liquids or nanocrystals, this distinction

may help in sorting out the issue. It is clear now that there is at most one

first-order-like transition in amorphous ices and in addition a continuous transition

taking place in a finite pressure interval.

In case of Si, it seems that the degree of tetrahedrality is the key to

characterizing disordered phases. Degradation of tetrahedrality in HDA Si is

moderate, whereas that in VHDA Si is considerable. The striking similarity

between the pressure–induced transition sequence of a-Si (LDA-HDA-VHDA)

and that of c-Si (D-b-tin-sh) may give a hint to the essential mechanism for

polyamorphism in Si. We would like to stress that many metastable crystalline

phases such as BC8 (Si-III) have been observed in Si [252], which indicates that

the free energy landscape is likely to be highly complicated and that many

variations of each amorphous form may be formed.

Although supporting evidence of the multiple amorphous phases in Ge is not

currently sufficient, it seems likely that Ge exhibits amorphous–amorphous and

L–L transitions by analogy with Si. It is worth noting that the b-tin phase in Ge is
stable in an extremely wide pressure range (10–75 GPa) compared with the b-tin
Si phase (10–16 GPa) [252]. The third amorphous phase in Ge (e.g., VHDA Ge)

could therefore be expected to form at relatively high pressures (if such a phase

exists). It is known that the large 3d-electron core radius, which is absent in Si,

accounts for the high stability of b-tin Ge over a wide pressure range. Such an

effect of the electronic properties on structural stability is of course significant in

amorphous solids. Because the interatomic interaction (electronic structure) plays

a fundamental role in polyamorphism, a microscopic description that includes the

electronic structure is indispensable for profound understanding of polyamorph-

ism, particularly in semiconductors such as Si and Ge.
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